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1. Introduction

1.1 Goal of this document

The present document is a survey and assessment of the various academic and industrial works relevant to the Galaxy Project (“Model Driven Collaborative Development of Complex Systems”). This document constitutes the project’s state-of-the-art (WorkPackage 1, Task 2).

The study, on the one hand, evaluates CASE Tools which support collaboration and/or MDE and surveys the capabilities of their technologies, and on the other hand, reviews academic works on: viewpoint-and-view based MDE, transformation handling, development environments, and process modeling and enactment, in the context of collaborative development teams and complex systems.

A particular attention is paid to the surveys done by the Movida [Consortium, 2008] (“Model Driven View- point Engineering”), Lambda [Lambda, 2009] (Model Driven Development of Complex Industrial Systems), and TOPCASED [Farail et al., 2006] (Model Driven Development of Critical Embedded Systems) project. These surveys will be reevaluated in the context of the Galaxy Project, so as to highlight the issues raised by the number and size of models and teams.

1.2 Document organization

The current chapter, the introduction, delineates the document objectives, explains the main concepts, and restates the main issues of the project. Chapter 2 discusses complex systems, and chapter 3 explores collaboration and coordination strategies, techniques, and tools. Finally, chapter 4 compares the different propositions and concludes.

1.3 MODEL DRIVEN ENGINEERING

Model Driven Engineering is usually described as an Engineering approach that promotes the use of models and transformations as primary artifacts throughout the product development. A detailed exploration of the principles behind MDE is out of scope for this document. However, a brief summary of the philosophy behind MDE is necessary for an accurate evaluation of the impacts of collaboration and complexity. This can be done by drawing a parallel between MDE and the familiar code compiler revolution [Kurtev et al., 2002], which is rightly viewed as a radical shift in the way software is built.

In software engineering, using better abstractions is all about capturing whatever concepts already exist, in some ad-hoc way, in existing code. The computer revolution brought clear and formal ways to iterate, chose alternatives, create functional units and use them, etc. Similarly, MDE promises a new class of abstraction facilities [Weigert & Weil, 2006], directly related to domain under study [Booch et al., 2004].

Whenever the abstraction level is raised, some of the details necessary for full code-generation are lost. To retain full code-generation capability, it is necessary to introduce domain specific concepts (supported by their implementations in transformation tools). MDE is thus usually domain-focused (UML Profiles, DSLs, etc.) in contrast with general purpose languages (GPL). Dealing with domain-specific concepts requires tight collaboration between the underlying platform, the tool, the metamodel, and the modeling language [Tolvanen, 2004].

Compilers considerably reduced the work required for making the code work for different target machines (with different instruction sets). This trend is also visible with the advent of virtual machines (targeting different operating systems) and recently, X-to-Javascript compilers (targeting different browsers). In the case of models, we may want to target different technology stacks (.NET, J2EE, etc.) as in OGM’s MDA [Kleppe et al., 2003], or different special-purpose hardware architectures (GPU, FPGA, Cell parallel processor, etc.) [Stewart, 2009] [Anand & Kahl, 2007].

Having an appropriate way to package information is necessary for effective reuse. The first compilers introduced artifacts like functions, which made it easy to reuse a piece of code. Later, modules, packages, aspects, etc. have been used to the same end. However, a unit of functionality related to a domain concept, is much more likely to be useful in a later project [Erreur : source de la référence non trouvée]. This is because domain knowledge changes slower than technical tactics. MDE, by capturing the semantics of domain-concepts into models, takes reuse to new levels [Estublier et al., 2005] [Erreur : source de la référence non trouvée].

When software is used in mission and time-critical applications, reliability is a major concern. Compilers helped a lot by moving a lot of tedious and error-prone tasks (like memory allocation) into reliable compiler code. Today, MDE not only moves a lot of tedious work into transformation tools, but also allows a wide range of automated verification and simulation, raising the standard for reliability [Selic, 2003] [Rodrigues et al., 2004].

Finally, the compiler revolution not only brought better abstractions, it also redefined what programming is, by creating various programming paradigms. The software engineer can think of his programs as a list of orders (imperative programming), definitions made with mostly stateless functions (functional programming), a search problem (logic programming), etc. In MDE, the task of the developer is to capture the concepts and relations the system to be built is made of. The main idea here is to construct various models of a system, each of them capturing an aspect of the system, and allowing us to reason about the system. A model is therefore, first, an intellectual tool used to tame complexity, to improve our understanding of a problem and its solution [Stewart, 2009] [Rodrigues et al., 2004].

In The Pragmatics of Model Driven Development [Selic, 2003], Bran Selic describes a good model as abstract, understandable, accurate, predictive, and inexpensive. The selling point is that MDE allows a higher degree of automation.

Seidewitz investigates the meaning of models in What Models Mean [Seidewitz, 2003]. Software modeling is similar to the activity physicists engage in when trying to understand and predict how the universe works. The goal is to write down the rules a system obeys to, and deduce properties it has, using the paradigms and concepts our modeling language embodies (just like Newton’s laws allow us to predict things about falling apples).

In his landmark paper on Model Driven Engineering [Kent, 2002], Stuart Kent considers MDE as a set of activities producing various models, each describing a particular aspect of the system to be implemented. He suggests the organization of these models (the modeling space) along various orthogonal dimensions (like the PIM-PSM continuum), and an explicit description of how and when these models are produced (process).

Models have also been used to unify the software world, as much as objects have been used in object-oriented technology [Bézivin, 2005]. Two fundamental relations are defined for models: a representation relation (with respect to the system considered) and a conformity relation (with respect to its metamodel). Every artifact the developer has to deal with is then considered a model, thus promoting the concept of model to the rank of a unifying idea.

1.4 Collaboration

Computer-supported collaboration is the use of computers to enhance the ability of humans to collaborate. Collaboration is, simply put, the act of working jointly with others [Galaxy, 2009]. It has been defined as a coordinated, synchronous activity that is the result of a continued attempt to construct and maintain a shared conception of a problem [Erreur : source de la référence non trouvée] [Erreur : source de la référence non trouvée].

Collaboration can be seen as a technique to allow a group of individuals to be more effective than the sum of their individual effectiveness, in which case the concept of collective intelligence [Weiss, 2005] is used. However, usually (and in the context of the Galaxy Project), collaboration is all about solving the problems that arise when working in groups, the situation being imposed by the size of the project [Whitehead, 2007]. Galaxy ignores, on purpose, the social and human aspects of collaboration, and concentrates on tooling.

The terms collaboration and cooperation are often used interchangeably in informal discussions. However, some differences are usually highlighted in the literature between these concepts. Cooperative work is accomplished by a division of labor between participants, an activity where each person is responsible for a portion of the problem solving, while collaboration is the mutual engagement of participants in a coordinated effort to solve a problem together [Erreur : source de la référence non trouvée]. In cooperation, partners split the work, solve sub-tasks individually and then assemble the partial results into the final output. In collaboration, partners do the work “together”. However, some spontaneous division may occur even when two people do really work together, for instance one partner taking responsibility for the low levels aspects of the task while the other focuses on strategic aspects [Dillenbourg, 1999]. As purely cooperative situations can arise in collaborative work, Galaxy exclusively uses the term “collaboration” for collective efforts.

In collaborative and cooperative situations, coordination refers to the act of making different people or things work together for a goal or effect [Wikipedia, n.d.]. It is the regulation of diverse elements into an integrated and harmonious operation [Wordnet, n.d.]. As such, it usually involves some managerial role, distinct of those of the participants doing the real work.

1.5 Complex systems

Complex systems have been defined as systems that resist to reductionist approaches, that is, understanding their various parts does not suffice to grasp the behavior of the whole [Lambda, 2009]. Intuitively, a complex system is thus more than the sum of its parts, partly because of some additional properties arising only because of the interactions between the parts (sometimes called emergent properties [Standish, 2001]).

It should be noted that MDE itself is used to tame the complexity of systems. The Galaxy Project explores the additional complexity arising from collaboration of large-scale projects. This complexity can be traced back to some key issues, which are discussed in the next section.

1.6 Main concerns in the galaxy project

The central preoccupation in the Galaxy Project is how to make Model Driven Development work when collaborating on complex systems. Practically, the resulting issues that need to be addressed are [Galaxy, 2009]:

• The size and number of models;

• The size of development teams;

• The heterogeneity of development environments.

A lot of factors contribute to the steady increase in the size of models.  Besides the obvious influence of the size of the system under study, there is the increasing complexity of those systems (whether by virtue of internal relations or interactions with external systems), the mostly graphical representation of models which use much more storage than traditional code or textual specifications, etc.  Additionally the pervasiveness of models, from requirements to tests, and the multiplicity of models needed to represent the various views of systems, lead to an ever increasing number of models.  These gigantic structures are rarely directly manageable by the facilities offered by the existing tools (version control systems, build systems, continuous integration tools, etc.).

Large-scale industrial development projects are usually handled by large and geographically distributed teams. Organizations have to cope with an increasing need for coordination. However, models introduce additional issues, rarely addressed by existing facilities. On the one hand, the relationships between model artifacts are much more diverse and numerous. On the other hand, it is not obvious how to split large models into meaningful units, so that different people can work on them, nor is it easy to maintain consistency and merge contributions in such situations.

One of the stated goals of Galaxy is to support heterogeneous environments. Therefore, no assumption is made about, neither the tools used by the different teams, nor the environments they are running in. Thus, unlike collaborative tools which assume a homogeneous environment, Galaxy needs to define a reference framework to make collaboration possible in a diversified environment. Finally, the complexity resulting from the possible changes, either in the tools used, or in team composition, and possible impacts on model management, have to be addressed.

The interaction of the size and number of models, the size of the development teams, and the heterogeneity of environments creates great pressure on the development process. Coordination problems arise inevitably, as more and more people try to collaborate on bigger and more numerous models, using more and more diverse tools.

2. Complex systems 

One of the most recent works with large modeling artifacts is the Lambda project. Lambda project aimed to identify the possible bottlenecks in the scaling up of MDE techniques. Its main focus was the building and management of large libraries of modeling artifacts. Lambda project made several experiments with concrete industrial uses and have partially addressed the wide problem of the scalability of MDE. 

As said before, collaborative development of MDE complex systems usually involves large sized models, large numbers of models, and artifacts and tools heterogeneity. The followings are the conclusions achieved by lambda project regarding to the collaborative development of complex systems.

2.1 Complexity dimensions

There were identified four dimensions of complexity for the main modeling artifacts as show in the table below. 

· The size, quantified for the models in terms of the number of model elements and for the transformations in term the number of rules they contain. 

· Evolutivity, quantified in terms of the periodicity with which a modeling artifact is being updated. 

· Heterogeneity, quantified in terms of the different technical spaces and formats an artifact may be found and finally the quantity or amount of artifacts.

 Note that depending on the artifact, the complexity dimension may be more critical, e.g., a change in a metamodel usually has more impact than a change in a model. Lambda project addressed specially the Size dimension.
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2.2 Size of modeling artifacts

The scalability of MDE tools when working with large models was assessed in terms of the behavior of the most common modeling operations. These operations are reading, saving and transforming models.

· Saving models: Most of the modeling frameworks store models in XMI format. Storing models in this format requires much more space than other formats. Lambda project proposed a compact binary format to store models called Binary Model Storage (BMS). This format reduces significantly the required storage space and also offers complete random access to model elements which is useful for reading the operations to be able to access only the desired element.
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· Reading models: Reading and then storing large models in memory is an expensive operation because most tools load the whole models in memory. This operation not only needs many resources, but takes significant amounts of time to be performed. Most of the time not all the elements of the models are required. Thus, it was concluded, that lazy loading of models is a good solution for addressing the scalability problems when working with large models. It reduces the memory footprint and the time spent for opening and reviewing the model. The lazy loading of models was possible thanks to the BMS.

· Transforming models: When transforming large models, in some border cases, the 95% of total time spent by the transformation is spent in loading and saving the models. This is the case when the transformation is small and simple and the models are too large. With models lazy loading, the time spent by these transformations reduced significantly despite the transformations performed about 40% slower.
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Another important aspect around large models was their projection to other technical spaces. Projection is the cornerstone of model discovery, which consists in creating models from sources in any technical space and then performing operations like management, analysis, transformations, etc. on them. Injecting models is a complex process because is difficult to prove the completeness of the metamodel and the injection solution, used to produce them. It is also very difficult to achieve a good performance with custom made solutions when injecting large models. It was then concluded, that newly produced injectors should rely on forward engineering existing tools, like parsers of code compilers. This is the approach used actually by [Modisco 2010] for injecting java code.

2.3 Heterogeneity

Another bottleneck identified for MDE scalability is the MDE artifacts heterogeneity. The key points of heterogeneity are:

· Sources: MDE artifacts come from different sources like models, databases, source code, configuration files etc.

· Data formats: Due to the different artifact sources and the different tools, information appears in the form of many different file formats e.g., XMI files and textual syntaxes. 

· Process: Depending on the process, models containing complementary information may exist at different level of abstraction or metamodels which capture the same ideas may be different. 

Based on previous works, it is advised to use a unified representation of modeling artifacts like a megamodel  [Bézivin, et Valduriez] and to use projectors (injectors and extractors) for aligning different technical spaces. The megamodel may also be used to orchestrate the derivation process between models. 

3. existing works and tools on collaboration

3.1 Collaboration and coordination strategies

This section explores various problems that arise in collaborative settings, and existing approaches to resolve them and enhance the effectiveness of collective work.

3.1.1 Common problems 

Cramton has investigated the common problems a geographically dispersed team faces when collaborating on a project. "Maintaining mutual knowledge” turns out to be the central issue. The other issues were, namely, failure to communicate and retain contextual information, unevenly distributed information, differences in the salience of information, relative differences in the speed of access to information, and interpreting the meaning of silence [Cramton, 2001].

In [Herbsleb, 2007], Herbsleb explores the coordination challenges that arise in geographically dispersed teams. He explains how ineffective communication, lack of awareness, and incompatibilities can make coordination difficult. A particular emphasis is placed on how to achieve organizational and architectural fit, an idea that can be traced back to Conway’s law: “organizations which design systems ... are constrained to produce designs which are copies of the communication structures of these organizations” [Conway, 1968].

3.1.2 Collaboration strategies

Collaboration can have different senses, among which [Goldberg, 2002]:

· Conceptual collaboration

· Practical collaboration

· Educational collaboration

Conceptual collaboration (sharing responsibility, information and leadership) and practical collaboration (decomposition of work, integration of work results, and management of differences in expertise) are the most relevant to the Galaxy project. While educational collaboration (helping one another learn the job) is important for businesses, it is only remotely related with the objectives of the Galaxy project.

Regardless of the sense given to collaboration, projects which are overall collaborative exhibit four main types of work [Erreur : source de la référence non trouvée]:

· Mandatory collaborative work

· Called collaborative work

· Ad-hoc collaborative work

· Individual work

Mandatory collaborative work (regular meetings planned before the project starts) and called collaborative work (reviews and meetings planned in the course of the project) are of mild interest to Galaxy, when they are carried out with tools not used for actual development. Ad-hoc collaborative work (short and mostly one-to-one discussions which usually precede or follow long individual work sessions, and serve to decompose or assemble work) and individual work are more relevant to Galaxy. It should be noted that ad-hoc collaboration is the most common type of collaborative work [Perry et al., 1994, Erreur : source de la référence non trouvée].

In its broadest sense, collaborative work normally involves a facilitator -- the one in charge of the coordination role. Briggs et al. have identified some ready-made techniques a group can use to create some predictable collaborative process patterns, without the intervention of a facilitator. These techniques are called thinkLets, and can serve as building blocks for collaborative process design [Kolfschoten et al., 2004]. The thinkLet concept is a fundamental one in the field of collaborative engineering. Each thinkLet can produce some well-defined and predictable variation of one of the main collaboration patterns [Briggs et al., 2006]:

· Generate: Move from having fewer to having more concepts in the pool of concepts shared by the group

· Reduce: Move from having many concepts to a focus on fewer concepts that the group deems worthy of further attention

· Clarify: Move from having less to having more shared understanding of concepts and of the words and phrases used to express them.

· Organize: Move from less to more understanding of the relationships among concepts the group is considering

· Evaluate: Move from less to more understanding of the relative value of the concepts under consideration

· Build consensus: Move from having fewer to having more group members who are willing to commit to a proposal.

A simple classification of day to day collaborative activities can be made with respect to time and place. This scheme distributes activities in four conceptual quadrants [Erreur : source de la référence non trouvée]:

· Co-located and synchronous (ex: face-to-face meetings)

· Co-located and asynchronous (ex: office document editing)

· Distributed and synchronous (ex: chat)

· Distributed and asynchronous (ex: email)

3.1.3 Coordination strategies

 Computer-supported collaborative work tools are becoming very popular since the last decade. Among these tools, we can name teleconference, multimedia fax and mail or collaborative editing tools [Georganas, 1997]. In the last category, shared editors are a large software family. They allow the treatment of several document types: multimedia, graphic or textual, plain or formatted text.

Computer-supported cooperative software for editing offers several advantages: the most obvious one is of course the possibility for different users to simultaneously work on the same document while being located in different places. Using such an editor, users can work on a document as a distributed group, without the constraint of being in the same place at the same time. 

[Olson et al., 1993] shows a study aiming at proving the utility of computer-supported editing software for group work. 38 work groups were given an exercise. Half of the groups had to work with ‘‘classical’’ supports (paper, blackboard) and the other half had to use a shared editor called ShrEdit. This experience showed that the work of the groups that were using the classical supports is of a lower quality. In fact, in computer supported groups, everybody simultaneously work on the final document. Users are not constrained to write the document at the end of the session. So it is easier to modify the document, and to avoid loss of ideas or deformation between discussion phases and writing phases. 

Conflict handling (i.e. dealing with two simultaneous modifications of the same part of the document) is one of the most important features of a shared editor. Related paper works on the subject enlighten two approaches of this problem [Koch, 1995]. 

In a ‘‘light’’ conflict handling, several users are allowed to work on the same resource at the same time. Their modifications are filled using a versioning tool, then they enter a negotiation phase, in which they discuss the version to keep and what changes should be made. 

A ‘‘heavy’’ conflict handling aims at solving the problem upstream, by avoiding simultaneous modifications of a single resource. A coordination protocol prevents users from working on the same part of the document at the same time. [Dommel and Garcia-Luna Aceves, 1998] names two coordination protocol families: implicit and explicit coordination protocols.

In an implicit protocol, you know what a resource state is by asking local parameters using the network. The problem here is to show a consistent resource view. Moreover, the need of permanent message exchange results in a low functionality protocol rate. In addition, those protocols are more likely to cause collisions (the lock of the same resource by more than one user) because of the network response time. 

Explicit protocols use a resource marking protocol. For example, a token may be used to show the state of a resource. This token may be asked for, refused, given away or released. Information concerning the resource state will not be local anymore, so collision risks are greatly reduced. 

[Dommel and Garcia-Luna-Aceves, 1998] then distinguish branching in this taxonomy: implicit coordination can be divided into three groups:

· Coordination (users are unaware of other sites’ activities),

· Social Mediation (users negotiate who can modify the resources at a given time)

· Activity Sensing (local agents monitor activities on resources).

In the same way, explicit coordination protocols can be divided into three classes: 

· Fully Connected (when a user wants a token, he has to ask all the sites), 

· Ring-Based (a token rotates in a previously defined sequence among sites; it stops in a site that asked for that specific resource, and passes over otherwise) or 

· Tree-Based; a subcategory of the last class is a star-like structure, in which the token comes back to the center when released. Every user can then ask in order to obtain it. 

 Requirements for cooperative editing 
Considering existing studies, e.g. [McAlpine and Golder, 1994] [Koch, 1995], we can summarize the features a computer-supported cooperative editing tool should provide: 

· Text processing: The tool should include all text processing basic options, such as choice of fonts, formatting and copy/paste.

· Standard file formats: Many existing shared editors use ad hoc file formats. These formats are created for a single software, for which they are totally adapted, and are incompatible with other text processing tools. The use a standard format would allow users to work on the document off-line, with another software. 

· Conflicts handling: Conflicts control is an essential feature of computer-supported cooperative work software. The ways of dealing with a conflict will be discussed later. 

· Consistency: Users must have the same vision of the state of the document (contents and resources lock) at a given time.

· Easy to use: The tool must be simple to use, with a look-and-feel that can satisfy every user. Moreover, users should not have to deal with constraints such as document presentation: such decisions can be taken later on. 

· Reusability: Users should be allowed to reuse parts of their former documents, so they would not have to do the same work twice.

· Versioning: the tool should permit to keep several versions of a single document, so that a user can take back older versions of the document he is currently working on. Most articles on the subject mention another important feature: communication between users. All proposed working modes have two common features:

· Every user should be informed of his co-workers’ actions. We can list two different information types: synchronous (knowing who is working on what, being aware of modifications as soon as they are made) and asynchronous (what has been changed since the last work session). Asynchronous information is very useful when using a versioning tool: it allows users to compare different versions of a document and possibly come back to an older version. [Koch, 1995].

· Moreover, the tool should provide a communication support, in order to allow users to make decisions, discuss changes to the document and solve conflicts. Many communication supports implement a user role system. Writers, readers (who give their opinion about the writers’ work), mediators (who arbitrate conflicts between users) are examples of suggested roles. [McAlpine and Golder, 1994] [Koch, 1995].

Cooperative editing approaches

We can list several approaches in shared work modes [Santos, 1995]: users can work in asynchronous mode (each user works separately and uploads his work when it is finished) or synchronous mode (all users use the tool simultaneously). A computer-supported collaborative editing tool should allow users to work using both modes. What You See Is What I See (WYSIWIS) is a standard concept when working in synchronous mode, and its usefulness has already been proved [Olson et al., 1990]. The most obvious implementation of this system is ‘‘strict’’-WYSIWIS, in which all users have the same view on the document. Nevertheless, this method induces two major disadvantages, one technical and the other psychological: When a user works on a document part, the view of all the others must be permanently refreshed. This induces a constant message flow on the network that can reduce the tool’s performances. A user often works better when he has his privacy than when he knows that all users can constantly read what he is writing. A relaxed-WYSIWIS mode lets writers decide at what moment their work should be shown to the rest of the group.

Various shared editors have been developed, and we will just mention a few. In [Koch, 1995], we can find a description of Iris, a shared editing environment. It handles hierarchic tree structures and stresses on granularity (i.e. possibility for users to define their own document partition system). Iris permits processing various document types, such as text, videos, images... Its architecture relies upon a two levels model: a user-interface level, and an access level (which handles data access authorizations.).

SIFT is an editor who relies upon a client/server architecture. It permits to manage the WYSIWIS (heavy and light) and handles conflicts thanks to a reservation system whose granularity can be parameterized. The state of the document is stored locally on each author’s workstation. These copies are transmitted to a central server which thus ensures consistency [Baecker et al., 1992]. [Ellis et al., 1991] presents Grove, a synchronous editor intended for the creation of hierarchically organized documents, and built to be used like a tool of remote editing or like a support of meeting. It offers an audio communication system to allow an informal management of coordination. Quilt [Fish et al., 1988] is a shared editing tool which was based on many studies on shared work. It rather stresses the collaboration aspect of the divided editing, with functionalities making it possible to communicate, annotate, inform and revise. Moreover, it permits to allot roles to the users and proposes several types of cooperation (exclusive access, shared, editor). These four editors are representative of a ‘‘user’’ approach of shared editing, where one tackles the subject from the point of view of the people wishing to use the software.

The editors introduced hereafter show another approach, focusing on the structure of the application. [Bendix et al., 1998] presents CoEd, a tool dedicated to versioning textual documents shared editing. This application is built upon a three-layer architecture: the ‘‘GUI’’ layer implements the user interface, the ‘‘design’’ layer includes all advanced features aiming at relieving users of parts of their work, and the ‘‘engine’’ layer implements versioning functions. This model however, differs from CCC (which stands for ‘‘Communication and Coordination support for group Cooperation’’) because of the correlation between cooperation and coordination functions: in CoEd, these functions are integrated in the same layer (engine). CoEd generates laTeX documents.

Another approach of shared editing is enlightened by McAlpine and Golder (1994) where CollaboWriter, the tool presented, relies upon a ‘‘light’’ coordination protocol. Users are not prevented from working on the same part of the document. When this happens, a versioning tool keeps track of both versions. A negotiation protocol, assisted by a human mediator then allows the concerned users to take decisions about the version to be kept. In a third phase, readers annotate the document and propose modifications. The interest of this solution relies on the fact that it focuses on collaborative editing constraints rather than technical constraints.

3.2 Process Modeling and Enactment

3.2.1 Introduction

An engineering process means the set of activities required to produce a product, executed by a group of people that are organized according to a given organizational structure. When several developers work collaboratively on a common project, organizations need some way to coordinate their work. For relatively small or simple tasks, this can often be done informally, but with larger numbers of developers and complex systems, more formal arrangements are needed. Furthermore, for complex systems, the development process is a critical factor because experience has shown in many industrial fields that processes have a profound influence on products. By controlling processes, we can achieve a better control of the required qualities of products. Modeling the process appears then as a necessity in order to better understand it, to assess its performance, and to enhance its quality and, thus, to enhance quality of products. 

If no explicit process is in place, the development can be considered as a black pipe with product requirements at the input side and, hopefully, the desired product delivered at the output side. Unfortunately, in many practical cases, when the product appears at the output side of the pipe, months or years since the development started, it can become very expensive to ensure the quality of the product or even its correctness. Therefore quality concerns and correctness should be considered overall the whole process and cannot be delayed to the end of the process.

Modeling of software development processes refers to the definition of the processes as models, plus any optional automated support available for modeling and enacting the models during software development. Curtis et al [Curtis, 1992] present some of the specific goals and benefits of modeling and enactment of the software development process: ease of understanding and communication, process management support and control, provision for automated orientations for process performance, provision for automated execution support, process improvement support.

A business process means the set of activities required to provide a product or a service to an organization’s customer. Though, like a business process, a engineering process aims to deliver a (industrial) product to a customer, it is radically different in nature. While business processes refer to very stable business procedures (e.g. processing an online customer order) with a clear flow of data and activities to be carried out to satisfy a customer’s demand, engineering processes refer rather to engineering and highly creative activities involved in creating an industrial product, that cannot be described in details in terms of stable business procedures. However, at the macro-level and only at that very high level of abstraction, engineering processes follow a precise and stable lifecycle that could be assimilated to a business process.

While the general focus of section 3.2 is on engineering process modeling, that is, systems processes as well as software processes, the surveyed works relate mostly to software processes. In fact, we are aware of little to none works of process models with a special focus on systems engineering. Thus, unless explicitly stated, ‘process’ or ‘engineering process’ in the following subsections refers to ‘software engineering process’.

The rest of this section aims to give a brief survey on works dealing with process modeling and assisted enactment.  Section 3.2.2 presents the main works on software process modeling and enactment. Section 3.2.3 gives a brief description of standard-like processes in the domain of software engineering. Section 3.2.4 presents the standard process modeling formalisms. Section 3.2.5 gives a survey on model-driven development processes. Section 3.2.6 deals with collaborative development processes.

3.2.2 Software Processes

The focus on software processes can be traced back to the early stages of the field of Software Engineering. The attention dedicated to the field up to now has lead to many approaches. In this section, we present the most representative approaches that were followed by the pioneer works dealing with the domain.

3.2.2.1 Process-Improvement Methods

Process-improvement methods were proposed in order to apply to the software development process international quality standards, like the ISO9000 series. The most popular Process-Improvement method is the Capability Maturity Model Integrated (CMMI), developed by the Software Engineering Institute [Humphrey, 1989], which has lead to the well-known SPICE Standard ISO/IEC 15504. 

The CMM defines five maturity levels (namely, Initial, Repeatable, Defined, Managed, and Optimizing) that characterize a software development organization and efforts or activities to be achieved by organizations to jump from one maturity level to the next one.

The Process-Improvement methods have been important because they highlighted the necessity of explicitly describing the process and stressed the managerial aspects of software development. However, it may be observed that in some cases they did not result in better organization, but rather in increased bureaucracy. Process-Improvement methods seem to be mostly oriented towards large and highly structured organizations, than towards small and highly flexible organizations.

3.2.2.2 Lifecycle-based Models

The initial solution proposed for handling the software development process is the concept of software lifecycle, which defines the standard “life” of a product, from its initial conception until deployment and maintenance. The software development process is decomposed into a predefined sequence of phases, each of which receives inputs from the previous phase and provides output to the following phase.

The main proposed lifecycles are the waterfall model, the V-shaped model, and the spiral model [Royce, 1970] [Boehm, 1986]. All these models try to organize software development as a sequence of steps, assuming that all requirements are acquired before proceeding to design, that design should be completed before one proceeds to implementation, and so on.

The experience, however, has shown that strict versions of these models work rarely, and do not work at all in real-world cases. Initial requirements are almost inevitably incomplete and imprecise, sometimes even wrong. Furthermore, the lifecycle models provide a rigid decomposition into standard development activities but, in practice, software developers found it hard to follow such fixed, and predefined process models. Inevitably, software production contains creative design steps and it cannot be completely predefined. Thus software development requires flexible and adaptive lifecycles.

3.2.2.3 Agile Processes

In many modern real-world contexts where software development requires reacting to highly dynamic markets and continuous changes of technologies, the approaches proposed by the pioneer works seem to be rigorous, disciplined, bureaucratic, and heavyweight [Derniame, 2004]. For handling highly flexible and reactive software development, agile approaches have been introduced. Several approaches fit under the agile banner, including: Extreme Programming, Crystals, Adaptive Software Development, and Scrum [Abrahamsson, 2002] [Boehm, 2002] [Cockburn, 2001].

Extreme Programming (XP) has evolved from the problems caused by the long development cycles of traditional lifecycles models. It is an evolutionary iterative development process that relies on refactoring a base system for each iteration. All the development focuses on the current iteration with no design done for anticipated future needs. The result is a design process that combines discipline with adaptability.

Crystals is an iterative process that puts a lot of weight in end of iteration reviews, thus encouraging the process to be self-improving. It relies on the assertion that iterative development is there to find problems early, and then to enable people to correct them. This places more emphasis on people monitoring their process and tuning it as they develop.

Adaptive Software Development (ASD) is a development process based on three non-linear, overlapping phases: speculation, collaboration, and learning. ASD views traditional planning as a paradox in an adaptive and unpredictable environment. Deviations from plans are not viewed as mistakes, but are to be used as a guide towards the correct solution.

Scrum relies on the assumption that defined and repeatable processes only work for tackling defined and repeatable problems with defined and repeatable contexts. Scrum divides a process into short iterations, called sprints. Before a sprint begins, the functionality required for that sprint is defined, and then the team is left to deliver it. The point is to stabilize the requirements during the sprint. Regularly, the team has to hold a short meeting, called scrum, where the team runs through what it will do until the next scrum.

3.2.2.4 Process-Support Approaches and PSEE

Process-support approaches originate in Osterweil’s work [Osterweil, 1987]. Osterweil started from the observation that organizations differ in domains of specialization, culture, and development strategies. And even within a same organization, different projects may present huge variations. Thus, there is no unique development process. A specific process should be defined for each set of similar problems and should take into account all particularities of the organization and product being developed. Also, software engineering environments that support software development should be able to be tailored to specific development processes and to specific development projects.

Works on process-support approaches focused on the elaboration of Process-centered Software Engineering Environments (PSEE), with the aim to offer software development environments through an explicit process model in order to provide the best possible automated support. By the means of a suitable process modeling language, a process model specifies how people should interact and work, what kinds of artifacts they should produce, which tools they may or should use, and what policies and standards they should conform to. A process engine can then enact (i.e., execute) the process model, in order to guide and support people in performing the process, and automate the execution of activities that do not require human participation.

A large number of prototypes of PSEE have been developed. They can be classified into two main families [Gruhn, 2002]: a first-generation PSEE that are characterized by their emphasis on describing processes as normative models; and a second-generation PSEE that try to offer more flexibility for process enactment and to handle cooperation and collaboration among developers.

PSEE that constitute the first generation were developed from the last 1980s to the middle 1990s. The process modeling languages they provide can be classified into three main paradigms: extension of conventional programming language (e.g. APPL/A [Stanley, 1990]), production rules (e.g., Marvel [Kaiser, 1990], Merlin [Junkermann, 1994]), and state-machine based languages like state-charts or Petri nets (e.g. [Bandinelli, 1994]). They are characterized by their emphasis on describing processes as models that specify (and prescribe) the expected actions, and most of them are proactive systems, i.e. systems that initiate and control operations performed by humans.

The main weakness of the first-generation PSEE is that they ignored humans have a central role in performing the development process. Humans interact and cooperate, and must not be constrained to follow a predefined pattern of activities, but simply need support to their creative tasks. Model of the process being enacted must be flexible enough to allow changes, and the responsibility of what to do, how to do, and when to do things must remain in the hands of humans. Unfortunately, these crucial aspects were largely ignored by the first-generation PSEE.

The second-generation of PSEE appeared from the middle 1990s, with the shared trend of handling cooperation and offering more flexibility for process enactment. As more or less representative set of such PSEE, we can mention: Oz [Ben-Shaul, 1994], OzWeb [Kaiser, 1997], PROSYT [Cugola, 1999], ENDEAVORS [Bolcer, 1996], PEACE+ [Alloui, 1996], APEL [Dami, 1998].

Oz was developed at Columbia University as a successor of Marvel [Kaiser, 1990]. It is a decentralized PSEE that allows federation of sub-environments for process enactment. Each sub-environment has complete control of its process, tools, and data. In order to support collaboration of sub-environments, a common sub-process (called treaty) specifies a common schema for accessing data and a set of access constraints. Based on Oz, OzWeb allows a set of users to collaborate by accessing and manipulating a set of hypermedia documents according to a well-defined workflow model. It uses standard web technologies, improved by adding workflow facilities, to support access and manipulation of process documents.

PROSYT was developed in order to allow process deviations and to support collaborative and distributed processes thanks to the event-based paradigm. Processes are described in terms of produced artifacts with attached operations. Two kinds of operations are defined: “exported operations” that can be invoked by users and “automatic operations” that are automatically executed when certain events happen. Exported operations are associated with constraints that specify when they can be invoked by users. Artifacts are organized in a tree structure composed of folders with attached activities and invariants. To improve flexibility of enactment, users are allowed to invoke exported operations even if the associated constraints are not satisfied. PROSYT keeps track of the results of these deviations and controls that the invariants are not violated. When invariants are violated, reconciling actions (specified by process managers) are performed.

Developed at the University of California, Endeavors is an Internet-based PSEE whose main goal is to support software process flexibility and distribution. To enable collaboration, it supports both distribution of people and distribution of artifacts and process fragments via WWW protocols. To support process flexibility, it allows dynamic modification of objects at runtime.

PEACE+ was developed at the Grenoble University. It addresses cooperation by offering a modeling formalism based on the multi-agent paradigm. Enacting processes are seen as multi-agent systems where agents are able to generate plans of actions to perform process activities and to control works performed by humans. Interactions are based on the concepts of intention and speech acts of communication. They are expressed in the first order logic language extended with modal operators.

APEL was developed at the Grenoble University. One of its main goals is to support interoperability among heterogeneous PSEE. It uses a control architecture interaction between PSEE, based on process routine Calls. Each PSEE is an autonomous entity, which encapsulates the part of the process it is responsible for and shares a common representation of the state of the global process. PSEE are controlled by a supervisor PSEE. Interaction among PSEE is implicit and based on the common state.

3.2.2.5 Dynamic Process Deviations

Unlike repetitive production processes in other industrial domains, software processes cannot be completely automated, nor can they even be specified in advance and once for all in a precise way. Human actors take a central place in software process enactment and have always to face unexpected situations. Consequently, computer-assisted enactment has inevitably to deal with dynamic process deviations [Cugola, 1995] [Kabbaj, 2008].

A process enactment system that is based on a rigid enforcement of the process model is unable to support unexpected situations: users are not allowed to perform an operation unless it has been anticipated and described in the process model. When an unforeseen situation arises, users have to leave the process enactment system in order to perform the required actions out of the system control. This may result in an inconsistency between the state of the process actually followed and the state of the process within the system, which becomes then unable to deliver correct support.

A possible solution to the problem of facing unexpected situations is to manage what users need to accomplish by exploiting exception handling techniques [Staudt, 2010]. Unfortunately, this solution allows users to cope only with the situations captured by one of the exception handlers provided as part of the model. 

Another solution is to supply mechanisms to support on-the-fly modification of the process model [Ellis, 1995] [Härdt, 2010]. By using these mechanisms, the project manager may change the process model during enactment in order to introduce an explicit description of the unexpected situation encountered and of the activities needed to cope with it. To offer this solution, process enactment systems must incorporate facilities to describe and support the process (the metaprocess) of modifying process models. However, this approach is not a reasonable solution to deal with temporary, minor changes in the process that is unlikely to occur again in the future and have a limited impact on the overall process. In practice, these situations are often managed by performing the necessary actions out of the PSS control. 

An alternative solution is to allow the enacted process to diverge from its model [Cugola, 1995]. To support this approach, the process enactment system has to offer mechanisms to track the deviating actions, to analyze them in order to decide whether they can be accepted or not, and to support the users in reconciling the enacted process and the process model when necessary [Kabbaj, 2008] [Almeida, 2010].

3.2.3 Notable Software Processes

3.2.3.1 RUP

RUP (Rational Unified Process) [Kruchten, 1999] is a process model that aims to provide a disciplined approach to assigning tasks and responsibilities within a development organization. It is a guide for how to effectively use UML and, rather than focusing on the production of paper documents, it emphasizes the development and maintenance of models. It also aims to be a generic process, configurable for small development teams as well as large development organizations. It is founded on an architecture that provides commonality across a family of processes that could be varied to accommodate different situations.

As shown by the Figure 1, RUP can be described in two dimensions, or along two axis: the horizontal axis which represents time and shows the dynamic aspect of the process as it is enacted (expressed in terms of cycles, phases, iterations, and milestones), and the vertical axis which represents the static aspect of the process (i.e. how it is described in terms of activities, artifacts, workers and workflows).
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Figure 1 - RUP : the Rational Unified Process

Regarding the dynamic organization of the process along time, the software lifecycle is broken into cycles, each cycle working on a new generation of the product and is divided in four consecutive phases: Inception, Elaboration, Construction, and Transition. Each phase is concluded with a well-defined milestone, a point in time at which certain critical decisions must be made and therefore key goals must have been achieved, before staring the next phase.

The objective of the inception phase is to establish the business case of the project, and to delimit its scope. The outcome of the inception phase includes: a vision document that depicts the core project's requirements, an initial use-case model, an initial project glossary or a domain model, an initial business case, an initial risk assessment, and a project plan.

The purpose of the elaboration phase is to analyze the problem domain, establish an architectural foundation, develop the project plan, and eliminate the highest risk elements of the project. The outcome of this phase includes: a complete use-case model, supplementary requirements including non functional requirements, a software architecture description, an executable architectural prototype, a revised risk list and a revised business case, and a development plan for the overall project showing iterations and evaluation criteria for each iteration.

During the construction phase, all remaining components and application features are developed and integrated into the product, and all features are thoroughly tested. The emphasis is placed on managing resources and controlling operations to optimize costs, schedules, and quality. The outcome of the construction phase is a product ready to put in hands of its end-users. At minimum, it consists of: the software product integrated on the adequate platforms, the user manuals, and a description of the current release.

The transition phase focuses on the activities required to place the software into the hands of the users. Typically, it includes beta releases, bug-fix and enhancement releases, developing user-oriented documentation, training users, supporting users in their initial product use, and reacting to user feedback.

Each phase in RUP can be further broken down into iterations. An iteration is a complete development loop resulting in a release (internal or external) of an executable product, a subset of the final product under development, which grows incrementally from iteration to iteration to become the final system.

A RUP-based process model describes who is doing what, how, and when, by the means of four primary modeling elements: workers (‘who’), activities, (‘how’), artifacts (‘what’), and workflows (‘when’). A worker defines the behavior and responsibilities of an individual, or a group of individuals working together as a team. An activity is a unit of work that has a clear purpose, usually expressed in terms of creating or updating some artifacts, and is assigned to a worker. An artifact is a tangible piece of information that is produced, modified, or used by a by workers to perform activities. A workflow is a sequence of activities that specifies precedence constraints.

IBM Rational Method Composer [RMC] is a software tool for modeling RUP-based processes. It provides two types of processes: delivery processes and capability patterns. A delivery process describes an end-to-end process that can be used out of the box or as a starting point for further customizations (e.g. RUP for Small Projects). A capability pattern describes a reusable cluster of activities in a common process area that expresses process knowledge for a key area of interest, such as a discipline (e.g. RUP for analysis and design). Capability patterns can be used as building blocks to assemble delivery processes or larger capability patterns.

3.2.3.2 OpenUP

OpenUP (Open Unified Process) [Balduino, 2007] is an agile process. It embraces a pragmatic, agile philosophy that focuses on the collaborative nature of software development. It can be used as is or extended to address different project types. It intentionally contains only fundamental concepts. However, it is complete in the sense it can be manifested as an entire process to build a system. For addressing needs that are not covered in its content, OpenUP is extensible to be used as foundation on which process content can be added or tailored as needed.

As shown by Figure 2, OpenUP addresses organization of work at three levels: personal, team and stakeholder. At a personal level, team members contribute their work in micro-increments, which typically represent the outcome of a few hours to a few days of work. At the team level, the project is divided into iterations, which represent works planned within time intervals, typically measured in weeks, in order to deliver incremental value to stakeholders in a predictable manner, and shippable build (product increment) at the end of each iteration. At the stakeholder level, the project lifecycle is structured, as in the RUP process, into four phases: inception, elaboration, construction, and transition; it aims to provide stakeholders with steering mechanisms to control the project.
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Figure 2 - Organization of work and content focus in OpenUP

OpenUP is organized in two correlated dimensions: method content and process content. The method content is where method elements are defined, regardless of how they are used in a project lifecycle. The process content is where the method elements are applied in a temporal sense, in order to define lifecycles for different project types. 

The method content is focused on the following disciplines: Requirements, Architecture, Development, Test, Project Management, and Configuration & Change Management. Other disciplines and areas of concern (such as Business Modeling, Environment, advanced Requirements Management, and Configuration Management tools setup) are either considered unnecessary for a small project or are handled by other areas of the organization, outside the project team. Method content elements consist of roles, tasks, artifacts, and guidance. Tasks represent units of work while roles specify the essential skills needed for performing tasks. An artifact is something that is produced, modified, or used by a task, and is subject to version control throughout the project lifecycle. Reusable method content is created separately from its application in processes and provides step-by-step explanations, describing how specific development goals are achieved independent of the placement of method elements within a development lifecycle.

The process content is the dimension where method elements are customized to specific types of projects. Method elements are organized into reusable pieces of process called capability patterns, providing a consistent development approach to common project needs. These patterns are made from organizing tasks (from the method content) into activities, grouping them in a sequence that makes sense for the particular area where that pattern is applied.

OpenUP is supported by the open source tool Eclipse Process Framework Composer (EPF Composer) [Haumer, 2007], which constitutes a process management platform and conceptual framework for authoring, tailoring, and deploying OpenUP-based development processes. The EPF Composer’s approach is depicted by Figure 3. It consists of managing libraries of reusable method content that can be used to assemble processes for specific project needs and then published for enactment as project plans or process documentation. The purposes of this approach are twofold: 

· To provide for development practitioners a knowledge base of intellectual capital that allows them to browse, manage, and deploy OpenUP method content elements (e.g. method definitions, whitepapers, guide-lines, templates, principles, best practices, internal procedures and regulations, training material, and any other general descriptions of how to develop software product). EPF Composer is designed to be a content management system and all managed contents can be published to html and deployed to Web servers for distributed usage.

· To provide process engineering capabilities by supporting process engineers and project managers in selecting, tailoring, and rapidly assembling processes for their concrete development projects. EPF Composer provides catalogs of pre-defined processes for typical project situations that can be adapted to individual needs. It also provides process building blocks called capability patterns that represent best development practices for specific disciplines, technologies, or development styles. These building blocks form a toolkit for assembling processes based on project specific needs. The documented processes created with EPF Composer can be published and deployed as Web sites.

[image: image6.emf]
Figure 3 - The EPF Approach

3.2.4 Standard Process Modeling Formalisms

3.2.4.1 SPEM

SPEM (Software & Systems Process Engineering Metamodel) is the OMG's standard for defining engineering processes. At the core of the SPEM is the idea that a product development process is a collaboration between roles that perform activities on artifacts. Multiple roles interact or collaborate by exchanging artifacts and triggering the execution, or enactment, of certain activities. The overall goal of a process is to bring a set of work products to a well-defined state. However, the actual enactment of processes – that is, planning and executing a project using a process is not addressed.

The first version SPEM 1.1 [OMG, 2002] is defined as a metamodel that extends a subset of UML1.4. The main concepts it provides are: Work Definition, Activity, Work Product, Process Role, and Guidance. The notion of Work Definition refers to a work performed in the process. The notion of Activity is specialization of Work Definition that corresponds to a piece of work performed by one Process Role. The notion of Work Product corresponds to any artifact produced, consumed, or modified by a process (such as Text Document, UML Model, Code Library, etc). The notion of Process Role corresponds to a role played by a human actor, including responsibilities over specific Work Products and Activities. The notion of Guidance corresponds to any kind of information to be provided to practitioners, such as: guidelines (e.g. “Java Programming Guidelines”), a technique (e.g. a precise procedure to create a work product), a tool mentor (e.g. how to use a tool to accomplish an activity), checklists, templates, examples, etc.

SPEM 1.1 also provides the notions of Phase, Iteration, and Life Cycle. Phase is defined as a work definition with an entry criteria and a "milestone" that defines the phase exit criteria. Iteration is defined as a composite work definition with a minor milestone. Life Cycle is defined as a sequence of Phases that achieve a specific goal, and describes the behavior of a complete process to be enacted in a given project or program.

The second version of SPEM 2.0 aims at providing a conceptual framework for modeling, interchanging, documenting, managing and presenting development methods and processes [OMG, 2007]. It comes with a new vision that consists in separating contents related to a development methodology from their possible instantiation in a particular process. The core idea of this vision is to allow process designers to define all the process elements (i.e. phases, activities, artifacts, roles, guidance, tools, and so on) that may compose a methodology and then, to pick, according to a process context, the appropriate method contents to use within the process definition.

SPEM2.0 comes in form of a metamodel that reuses UML 2.0. It is composed of seven packages linked with the "merge" mechanism, each package dealing with a specific aspect, namely: Core, Process Structure, Managed Content, Method Content, Process with Method, Method Plugin, and Process Behavior. The Core package introduces abstractions that build the foundation for all the other packages. The building block of this package is the concept of Work Definition, which corresponds to any work performed in a process. The Process Structure package defines elements for representing basic process models in terms of a flow of activities with the involved artifacts and roles (Work Product Uses and Roles Uses). 

The Managed Content package offers the possibility to textually document these elements (i.e., add properties describing the element) and concepts for managing theses textual descriptions. Examples of such concepts are Content Description and Guidance. The Method Content package defines core concepts for specifying basic method contents such as Roles, Tasks and Work Products. The Process with Method package defines the set of elements required for integrating processes defined by means of Process Structure package concepts with instances of Method Content package concepts. The Method Plugin package provides mechanisms for managing and reusing libraries of method contents and processes. This is ensured thanks to the Method Plugin and Method Library concepts. 

The Process Behavior package provides a way to link process elements with external behavior models such as UML Activity Diagrams or BPMN models [OMG, 2006]. However, SPEM2.0 does not provide any concepts or formalism for modeling precise process behavior models or execution. Rather, claiming for more flexibility, it just provides proxy classes that make reference with external behavior models.

Rational Process Workbench [RPW], IRIS Suite [Osellus], Objecteering [Objecteering], Eclipse Process Framework [EPF], and Rational Method Composer [RMC] are the main tools supporting the SPEM standard.

3.2.4.2 BPEL4WS

The Business Process Execution Language for Web Services (BPEL4WS) [Oasis, 2007] provides an XML notation and semantics for specifying business process behaviour based on Web Services. A BPEL4WS process is defined in terms of its interactions with partners. A partner may provide services to the process, require services from the process, or participate in a two-way interaction with the process. Each interaction with a partner occurs through Web service interfaces, and the BPEL4WS process defines how multiple service interactions are coordinated to achieve a business goal. It includes the state and logic required to support this coordination. It also supports the processing of business exceptions and processing faults, and includes a mechanism to define how individual or composite activities are to be compensated when a fault occurs or a partner requests reversal.

BPEL4WS has both design and runtime uses. At design time, development or modelling tools can use, import, or export BPEL4WS, allowing business analysts to specify processes and developers to refine them and bind process steps to specific service implementations. The runtime choreography or workflow engine can use BPEL4WS to control the execution of processes, and invoke the services required to implement them.

The basic concepts of BPEL4WS can be applied into two usage patterns: an abstract process or an executable business process description. These two patterns require a common core of process description concepts defined in the BPEL4WS specification.

· An abstract process provides a business protocol which describes all the behavioral aspects of a business process in a platform-independent manner. This is achieved by specifying the messages and the associated behavior which is visible to the two parties involved in the interaction, without revealing their internal implementation.

· The executable BPEL4WS process is a reusable definition that maintains a uniform application-level behavior while being deployed in different ways and in different scenarios. The executable process describes the logic and state of the processing required by specifying the nature and sequence of Web services interactions conducted at each business partner.

Historically, BPEL4WS combined Microsoft’s XLANG and IBM’s Web Services Flow Language (WSFL) and is therefore a language that marries two fundamentally different approaches to the specification of executable business processes. Generally speaking, BPEL4WS is a block-structured language where business processes are specified in terms of self-contained blocks that are composed to form larger, more complex, blocks. However, BPEL is not fully block-structured as it supports the specification of dependencies that cross block boundaries through the use of so-called control links. While BPEL4WS was a clear step forward in terms of its support for the specification of control-flow dependencies, the language provided no support for the involvement of human participants in the execution of business activities. In addition, the language has no graphical representation; specifications have an XML-based depiction.

3.2.4.3 BPMN

Business Process Modeling Notation (BPMN) is a graphical representation for specifying business processes. BPMN was developed by Business Process Management Initiative (BPMI), and is currently maintained by the Object Management Group. As of January 2009, the current version of BPMN is 1.2 [OMG, 2009], with a major revision process for BPMN 2.0 in progress.

BPMN was designed as a modeling language for transactional, discrete business processes. Besides entities such as elementary and complex activities, connectors, and events, the BPMN meta-model offers a number of entities for the management of data at run time (e.g., definition of an activity context, which may contain shared data). In addition, elements for exception handling, such as message, time-out, and failure event handlers are provided.

In BPMN, a process is depicted as a graph of Flow Objects, which is a set of activities and the controls that sequence them. The concept of process is intrinsically hierarchical. Processes may be defined at any level from enterprise-wide processes to processes performed by a single person. Low-level processes may be grouped together to achieve a common business goal. Note that BPMN defines the term process fairly specifically and defines a business process more generically as a set of activities that are performed within an organization or across organizations. Thus a business process may contain more than one separate process. Each process may have its own sub-processes. The individual processes would be independent in terms of sequence flow, but could have message flow connecting them. There are three basic types of business processes in BPMN:

1. Private (internal) business processes are those internal to a specific organization and are the types of processes that have been generally called workflow or BPM processes (Figure 4).
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Figure 4 - Example of Private Business Process

2. Abstract (public) processes represent the interactions between a private business process and another process or participant (Figure 5). Only those activities that are used to communicate outside the private business process, plus the appropriate flow control mechanisms, are included in the abstract process. All other “internal” activities of the private business process are not shown in the abstract process.
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Figure 5 - Example of Abstract Business Process

3. A Collaboration (global) Process depicts the interactions between two or more business entities. These interactions are defined as a sequence of activities that represent the message exchange patterns between the entities involved. The collaboration process can be shown as two or more abstract processes communicating with each other (Figure 6). With an abstract process, the activities for the collaboration participants can be considered the “touch-points” between the participants. 
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Figure 6 - Example of Collaboration Business Process

BPMN is not intended to be directly executable; rather specifications are expected to be transformed to an executable language to achieve their enactment. In the current version of BPMN provides a mapping to BPEL4WS.BPMN provides fairly strong support for the specification of control-flow dependencies and is graph-structured rather than block-structured. Similar to BPEL4WS, though slightly better, BPMN does not make much provision for the various ways in which human participants can be involved in the execution of a business process, and given that BPMN does not have a formalization accepted by a standards organization, the interpretation of some of its concepts may vary. Nonetheless, BPMN can be seen as a move in the direction of more expressive languages.

3.2.5 Model-driven Development Processes

The first MDE process came with the OMG’s MDA initiative [OMG, 2001], which depicts a general-purpose process that can be applied to any application domain. Then, starting from the MDA approach, other MDE processes dedicated to Middleware Service [Maciel, 2006], Web Applications [Koch, 2006], E-learning [Wang, 2003], Models composition [Anwar, 2008], embedded-systems [Garcia, 2008], and a version of the Open Unified Process for MDD [OpenUP MDD, 2006] have been proposed. Many languages and formalisms have been proposed for modeling software processes, however only a few of them takes into account the MDE vision [Porres, 2006], [Maciel, 2009], [DIAW, 2010].

In [Porres, 2006], an approach that is targeted towards the development of software and systems using Model Driven Engineering methods is presented. The dynamics of this approach is based on Petri Nets. This approach can be integrated with existing approaches for software process modeling, however the metamodel comprises only one concept that is related to MDE (transformation Tool).

In [Maciel, 2009], an approach to MDA process specification, based on the SPEM 2 standard concepts, is proposed. This approach also defines a supporting tool called Transforms which can be used to instantiate an MDA process for a given domain. Using this approach, developers can describe the steps and associate artifacts to perform MDA modeling and transformation chain. This approach has some limitations, because it is tightly coupled with MDA concepts. Another limitation of is the lack of the transformation concept.

In [DIAW, 2010], an approach to MDE process modeling and enactment is proposed. It comes with a metamodel called SPEM4MDE that extends a subset of SPEM 2.0 and UML 2.2.  The advantage of this approach is that it offers explicit concepts for specifying models, metamodels, model transformations, MDE tools, and the behavior of MDE Process elements by means of UML state-machines. However, the approach is still under implementation and the first prototype is not expected before the middle of 2011.

3.2.6 Collaborative processes

This section discusses various approaches to the modeling of collaborative processes, with a focus on collaboration support and enhancement. The concept of collaboration can be applied to the whole process, or to particular activities. In the former case, collaboration is reduced to coordinating the individual efforts of participants. In the latter case, collaboration describes how a group of participants join efforts to accomplish a single task, and is more relevant for Galaxy.

3.2.6.1 Collaboration as inter-activity coordination

Any process definition which has the concept of “roles” (or something similar) can be described as collaborative, as the various roles are working collectively on a single project. Thus, process definitions usually support some form of work routing between participants, which is the essence of collaboration as described in this section. The following research is used to illustrate the approach.

[Sarin et al., 1991] layed down foundations for collaborative process modeling by identifying the requirements for a collaborative process:

· Route work to different participants based on the role they play in the process

· Provide context for the work performed by a participant

· Allow human judgment in determining the sequence of system actions required to perform a task, and deciding when a task is complete

· Support mutable processes, i.e. the actual process should be able to deviate from its description

· Support process monitoring, so that one can query the status of various tasks

· Be open and flexible enough so as to not be tied to particular applications and system services

The author provides an object-oriented process and document management service between the user and system services. The service is based on a collaborative process model designed to meet the above requirements.

The primary concept is a job, a multi-person collaborative activity. A job describes sequencing dependencies among tasks, which are units of work that may have ordering dependencies among them. Each task is assigned to a role which represents a user (person or program) which performs the task. Each task (and job) has references to documents or other data and application objects that form the workspace or context for performing the task.

The state of the system advances by users requiring a task (to work on it) and releasing it (when they are done). It should be noted that the system is in charge of invoking the appropriate application (editor) on the appropriate document so that a user can work on a task.

3.2.6.2 Collaboration as group thinking in a single activity

Collaboration can happen inside particular activities, when they are assigned to a group of people. In this section, we consider collaborative processes which support the definition of how these collaborative activities are carried on.

In [Lonchamp & Seguin, 1996], J. Longchamp introduces CPCE, a collaborative process-centered environment. CPCE is designed for issue-based collaborative processes, that is, processes with several participants doing some creative work, a work which progresses mainly through collective decisions, with interaction asynchronous by default, and taking place in a collaborative environment where the product being constructed, the process history, and design rationales are available. The approach is based on the notion of “collective issue resolution”, and other activity types are specializations. The main concepts are “issue”, “position”, “argument”, “phase” and “role” with a wealth of relationships defined between them, and possible actions for roles.

NGPM (Next Generation Process Model), a collaborative adaptation of the spiral software process model have been created by Boehm et al. [Boehm & Bose, 1994]. In the original spiral model, each cycle begins with risk, strength and weakness assessment on the last prototype (if any) and the definition of the requirements for the next prototype. This phase requires the collaboration of all stakeholders. [Boehm & Bose, 1994] focuses on this phase, and defines a collaborative sub-process, based on Theory W, to ensure its successful completion. Theory W (win-win) dictates that stakeholder win-conditions, that is which aspect of the last prototype, and which requirements for the next round are advantageous. These conditions are then compared one to another, and lost-lost conditions (risks), and win-lost conditions (disagreement) are resolved. The overall goal of NGPM is to make sure the constraints applied to the product are homogeneous. NGPM has been successfully applied in the STARS DoD project.

[Bragge et al., 2007] have designed a collaboration process based on the thinklet concept from CE (Collaboration Engineering), for a case of multi-organization strategy development. This demonstrates how thinklets can be combined to build full-blown processes. Even if the main goal of thinklets is to induce repeatable collaborative processes, the example is relevant as an example of how a process can be built from the ground-up to support collaborative activities. The authors analyze strategy development needs, and identify the thinklets (from the thinklet library from CE) that were relevant. The approach has also been applied to obtain innovative end-user feedback on advanced web-based information systems [Erreur : source de la référence non trouvée].

Richardson et al. in [Erreur : source de la référence non trouvée] tackled the problem of global software engineering, that is, collaborative software projects with a worldwide virtual team, with a software process approach. They have identified 25 conditions that should be taken into account when implementing global virtual teams (i.e. geographically distributed teams with interdependent tasks), using data from three case studies carried over 9 years. These conditions are then used to implement Global Teaming, a software process area similar in structure to CMMI.

Global Teaming has two specific goals which are accomplished with a set of sub practices:

· Global project management definition. This comprises general project management tasks, as well as task (organizational structure and task allocation between locations), knowledge and skills management.

· Management between locations definition. Sub-goals include operating procedures (communication, meetings, and conflict resolution), collaboration between locations (work product ownership boundaries, interfaces for the exchange of input, output and work products, commitment lists and work plans related to work product or team interfaces).

In the context of the Global Studio Project (GSP), SIEMENS has been experimenting in the last few years, on global industrial software development projects. The project consists of simulating, with students all over the world, global development so as to identify common practices for collaboration among distributed sites. In [Erreur : source de la référence non trouvée], Avritzer et. al, commenting on the GSP, observe that “multi-site software development projects are optimized for the communication patterns among the software engineers working at different physical locations”. They then went on to describe two common processes used in the GSP project:

· The “extended workbench” model. In this process, project leads (project manager, chief requirement engineer, chief architect) are all in a central location, and hand down work to execution groups which gravitate around them. This model is applied when technical expertise is scarce and available only at a unique location, and requires a lot of upfront work (requirements and architecture) by the central team before the other ones can contribute.

· The “system of systems” model. Here, the global team is comprised of multiple domain-specific, co-located teams, each having experts at its disposal. Unlike the previous model, communication among teams is not coordinated by the central team (which still exists). This is more scalable, as it prevents the central team from being drowned by coordination tasks.

For each of these two approaches, Avritzer et. al. give example process models (described with informal box-and-arrow notation).

3.3 Collaboration support STRATEGIES

In the various tools that have been proposed, in academia as well as in the industry, to support collaborative work, some key technologies are recurring. A fair amount of research and development has gone in perfecting these technologies over the years. This section explores some of the most relevant propositions for Galaxy.

3.3.1 Notification Management

Notification or awareness management is how developers are informed of the presence and actions of fellow developers. It helps to close the gaps created by distance in a distributed development setting, and provide developers with information relevant to their work. Notification strategies range from real-time notifications, to manual (ie non-automated) information sharing with email for example.

The main challenge with notification management is the relevance of information. With basic effort, developers can be flooded with any imaginable activity going on in the project. But this is of no use, if the information is of no use to a particular developer, or of too low level to make sense of (knowing that a method has been renamed at the other end of the world is less useful that being notified of a refactoring going on in some module).

The various information awareness tools provide can be classified into three categories [Erreur : source de la référence non trouvée]:

· View awareness. This category contains artifact modifications which do not map immediately or directly to a project’s semantic model. It includes physical proximity, view modification (ex: layout changes), textual modifications and code neighborhoods.

· Semantic model awareness. Includes semantic changes, impact reports, software metrics, and test case results.

· Workflow awareness. All artifact modifications that are not related to the projects semantic model belong here, for example bug catalogs and documentation changes.

Traditional version control systems delay notifications until a developer commits his work. Popular tools like SVN and Git offer post-commit hooks, which can be used to build notification frameworks. With a bare-bone version control system, developers usually have to manually check the repository for any new changes.

In [Cook et al., 2003], Cook et al. describe CAISE, a collaborative software engineering framework. CAISE is based on a server and client architecture. The server maintains an always up to date model of the project, and each editor sends changes made locally by developers. Every developer is instantly notified of any change made on his current artifact, or a related artifact by another developer. To this end, the server has a continually updated parse tree of all artifacts, and can automatically detect dependencies.

3.3.2 Update Management

To manage updates is to make sure all the implications of a change on an artifact are taken into account. Update management is based on change detection and dependency resolution.

In traditional software development, change detection is usually done on a file-per-file basis, using modifications times, that is, changes are taken into account only when a file is saved. There is usually no editor level support for changes, ie a change in an editor buffer has no impact on other artifacts until the buffer is saved. Some IDE, like Eclipse can check code on the fly (for syntax highlighting for example), and hot-reload code in a Virtual Machine (VM), but the later is typically done only after saving. Usually, the editor offers hook so as to execute custom code whenever a file is changed.

Various forms of the UNIX utility make have been used to track change propagation. Change propagation is all about finding the artifacts affected by a change. In make, the dependencies are mostly static, and specified as file-to-file relations. More recent tools like ant have built-in rules which cover most of Java development needs (compiling, running tests, packaging, etc). But a smart environment can exploit the semantics of the language to enhance dependency tracking (a Java editor for example can detect when a change in an interface or implementation impacts some other artifact).

Update management can be done on-the-fly (that is, while editing an artifact), whenever a file is saved. On-the-fly update management requires the cooperation of the editor (or modeling environment). In CAISE [Cook et al., 2003] for example, a parse tree representing the manipulated artifact is maintained on the update management server, which runs conflict management engines in real-time, and sends analysis results back to the editor. In ModelBus, [Sriplakich et al., 2008] some editor actions are intercepted (loading, unloading, navigation), for change detection purposes.

3.3.3 Merging

Merging contributions is a necessary step when working with optimistic locking (that is, allowing concurrent edits to the same artifact). As more than one person can work on an artifact at a time, there must be a way to integrate their changes later. This challenge is more or less solved for text-based formats, as numerous diff (tools that can describe the changes made to a file in a computer-readable format) exist.

Obviously, merging relies heavily on diff tools. There have been some interesting efforts toward diff (or delta) algorithms for models [Mehra et al., 2005, Sriplakich et al., 2008]. Developing these new tools introduces new challenges because of the mostly graphical nature of models.

Merging requires the ability to identify changes made to an artifact. There are various ways a change to a file can be identified:

· With a line by line comparison. This is used in code-based version control systems, and is usually sufficient for text-based artifacts.

· Heuristic-based matching in graphs. This strategy has been used for models, but is not exact: there can be false-negatives and false-positives

· ID-based matching in graphs. This works by assigning a unique ID to each element. The approach has been used in ModelBus [Sriplakich2008ModelBus], and requires a specific adapter for each editor used.

· With help from an editor. When possible, this can lead to a better capture of change semantic. An editor for example can precisely identify a large refactoring as one conceptual change, instead of a bunch of seemingly unrelated modifications.

3.3.4 Annotations

Even before the emergence of digital documents, annotations have always been used on simple papers in form of comments or post-it enhancing the share of knowledge between members. This practice has also been adopted in virtual spaces in order to help distant members to collaborate and make decisions. In this context, annotations don’t only present simple objects, but they also constitute an activity of mediated communication and share of information fostering the exchange of ideas, opinions and propositions. 

3.3.4.1 Definition 

There is no consensus what an annotation is because it was used in many fields and for different objectives. In general, it can be seen as a fragment of information added to a part of content in order to enable the share, the access and the interpretation of information. It can involve as various facets such as a tag for labeling in web 2.0, an index key to facilitate research of files and finally a piece of information to explicit the target text. In this work, we will deal especially with this final function introducing the term of cognitive semantic annotation. Usually, there are three kinds of annotation: simple metadata, computational semantic annotation and cognitive semantic annotation. The first one just presents general information about the annotated fragment. The second one is mainly used in semantic web enabling communication between systems where the annotations are in general addressed to software programs. Finally, the third one deal with the meaning and the representation of an annotation and it has two dimensions: individual and collective. It is essentially addressed to human beings. 

To highlight the parts and properties that constitute an annotation, we give some important definitions. [Leech 97] defines an annotation as an added value consisting in the contribution of interpretative information to raw data. In the domain of human-machine interface, [Baldonado & al 00] makes a distinction between a document and an annotation. They define the annotation as “a comment on an object that the commentator wants to be perceptibly distinguishable from the object itself, and that the reader interprets it as perceptibly distinguishable from the object itself”. They focus here on the nature of representation and interpretation that characterize an annotation comparing to the target document. In the cognitive domain, [Veron 97] defines an annotation as “a track of reader’s mental state and of his reactions towards the document”. In design science, researchers define an annotation as a production of text or schema on the main document which has already an official status in the design project. 

3.3.4.2 Annotation properties

According to some studies, all the annotations are characterized by certain common elements. The following figure depicts some of annotation’s properties described below.
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Figure 7: Annotation properties

· The target: It is the object to which the annotation refers. It can be a document, a fragment of document (text or graphic) or a set of documents. It constitutes the context in which the annotation can be interpretable. The annotation can be integrated in the document or can be separated from it. 

· The anchor: it is the object that links an annotation to the target at the visual level. It can be for example a simple arrow or a note on the bottom of the document.

· The form: an annotation can be presented in various forms such as text, graphic, video, etc. In this work, we just focus on textual and graphic form. 

· The content: it refers to the information that the annotator wants to deliver. It can be structured, semi-structured or a free composition.  Structured content can facilitate the use and the interpretation of the annotation. In the case of semantic web, the content is in general structured and managed by domain’s ontology.

· The actors: they can be an annotator or a reader. The annotator can either be or not the document’s author. The reader can be the document’s author when the annotation has an individual dimension, and can be another person when the annotation has a collective dimension. In this last case, a particular attention is paid to the annotation’s form and structure. Indeed, when the readers have disparate skills and are from different disciplines, it is prominent to ensure the clarity of annotation which has to be easily interpretable. In this work, in the context of collaborative design, we deal essentially with collective dimension and public use of annotation. 

The annotation is also characterized by its role that varies according to the purpose of use. Many studies have addressed different functions and we give hereafter a not exhaustive summary of primary ones:

· Reminder: the annotation serves to memorize significant parts of documents. [Bringay 06] stipulates that the action to mark a document facilitates the process of internalizing knowledge of document. It also enables pointing out key words that help actors to remember what they consider important in the text. And finally, it presents a means to mark the document's logical structure (chapter, section, etc), and so the actor will be able to quickly collect and reinterpret this structure.

· Interpretation and share of knowledge: in order to make shared information explicit and avoid ambiguities, authors employ annotation. In this context, [Marshall 97] reports three types of annotation:  the first one used to identify and define difficult words, the second one used to underline the parts that characterize a document, the third one used to interpret the meaning of a document’s fragment. Likewise, [Bringay 06] distinguishes between two kinds of interpretation : the first one called “think interpretation” consists in adding information derived from annotator experiences like notes, questions, comments, etc; the second one consists in reformulation of document’s content without adding new information. This distinction correlates with this of [Virbel 93] who classifies the interpretation into comment or reformulation of the content.

· Planning of actions: Some annotations are dedicated to organize actions and tasks in a workspace [Azouaou & al 03].

· Classification and structuring: some annotations are used to structure the document into different parts. [Virbel 93] defines eight objectives of annotation. Some of them used to organize objects into hierarchical structure and to clarify components of the logical structure.

3.3.4.3 Cognitive and computational annotation 

Annotation can be classified into two categories according to the type of its recipient: a human or software agent. For the first agent, the annotation must be visible, explicit and easily interpretable. It stands for cognitive annotation. But, for the second agent, it is employed to describe computer resources to be exploited for different uses like information retrieval, dynamic composition, etc. It stands in this case for computational annotation and adopts a formal language or defined metadata. In this work, we deal specially with the first category where all the actors are human agents. 

3.3.4.4 Annotation for Semantic web

Semantic annotation results in the introducing of a semantic information over-layer which gives a meaning to documents’ content. The web world contains a great number of distributed documents and destined for different persons. This strong heterogeneity requires process automation by software agents to treat documents and make seamless the access to information. This has led to the creation of an intelligent document concept possessed of awareness about what it contains. Awareness here is modeled through a domain ontology which provides information to be integrated in the annotation. This last is destined to ensure communication between machines in order to be able to interpret annotation content relying on relations between concepts that constitute the ontology (description of terms and their relations). A machine has so the capability to formulate an idea about the concept (e.g. person) to which refers a specific term (e.g. student). On one hand, this has resulted in a major improvement in information retrieval systems which become able to ensure an efficient search of document based on ontology. Indeed, each document is indexed using annotation whose the content can establish a semantic links between all indexed documents. Then, the ontology enhances the detection of semantic relations between heterogeneous information resources, and so it enhances the retrieval of documents that are semantically linked with the searched word or information. For instance, ontology of tourism domain can be used to retrieve documents referring to hotels in France. On the other hand, this kind of semantic annotation has also improved the interoperability between information systems and heterogeneous source using integration mechanisms.  

3.3.4.5 Annotation for shared documents 

The exploitation of annotation gets a collective dimension when the documents are shared between different members. In this case, [Marshall 98] observe that the annotated used books are more looked for by readers because they convey an appreciated value for them. By the increase of technical tools supporting documents sharing, annotations present a valuable feature that has to be integrated in digital documents. Indeed, [Marshall & al 99] underline the role of annotation which seems beneficial to highlight the important parts and the areas of consensus in a document. This can lead to the detection of ideas’ divergence or convergence between readers on significant points. The authors also uphold the role of annotation to reduce the time of reading. In fact, they observe that the actor takes less time when the document is annotated. Furthermore, some of advantages that are provided by the use of annotated digital documents can be pointed out comparing to the use of simple papers. For example, information retrieval mechanism can be performed enabling the direct access to the indexed concept which saves up the cost of search. Nevertheless, one issue arises from annotations sharing consisting in the understanding of an annotation created by another person, which refers to the term “intelligibility”. In fact, annotators didn’t want to make effort to explicit their annotations which become difficulty interpretable. This lack of explanation leads to the loss of annotation advantage while the ability of interpretation is a fundamental element in a sharing content [Marshall & al 99]. In consequence, this issue imposes a need to develop functionalities in order to optimize the editing and the use of annotation. The challenge is to help annotators and to reduce their efforts to make annotations explicit. This will be a significant asset to minimize the editing time. Hence, benefits can be ensured at time level and interpretation level. But, some annotations don’t need an effort to be interpretable as they present a simple reminder, evaluation, etc. So, what are mechanisms that can be integrated in annotation feature to attain these benefits without affecting the intelligibility of easily interpretable annotation? 

3.3.4.6 Annotation for collaborative design 

Annotation activities have always been occurred and shared on technical papers during collaborative design meetings. They allow designers to express explicitly their opinions and discuss ideas where the design process is a rich space to whip up viewpoints’ confrontation. Hence, it is also necessary to enable annotation when meeting’s actors are distant and they communicate synchronously or asynchronously through virtual systems. Indeed, in these last situations, some markers are missing for designers comparing to the situation where they are co-located. Some of these markers are the gestures indicating that the interlocutor has understood what it had been said and the signs indicating his rejection or agreement of solutions. Many researchers have therefore proposed some solutions like annotation which become a part of systems destined to computer aided design. A progress has been made in this field where a more structured annotation than a simple textual one was invented to enhance the share of information. The content of annotation can now be interpreted by machines which get abilities to identify entity’s constituents. It can be evenly interpreted by human beings giving rise to cognitive semantic annotation which is the subject of this work. 

In a collaborative design process, group members’ interactions consist mainly in design acts such as proposition, evaluation, comment, decision, etc. Each member need to draw up an overview about the progress state concerning each part of project in order to be cognitively synchronized with other members. This progress is a construction made up by the concert of designers’ acts through solution elaboration, argumentation and evaluation. Moreover, a product cannot attain a mature evolution and an approval state when it hasn’t been manipulated and reviewed by designers from different expertise. Hence, actors’ cooperation is an important key to ensure a pertinent design that needs a collective understanding about the design’s state. In general, this cognitive synchronization is mainly established during face to face meetings. However, when actors are distant and communication becomes mediated, the annotation plays an important role to build an overview about the progress state of each product. Furthermore, another advantage is also provided by annotation capability mentioned by [Marshall & al 99]. In fact, it enhances collaboration process by bringing together different readers. Indeed, when an actor annotates documents, he highlights his interests and his activities which may be convenient with those of another actor and captivate his attention. This is mainly occurred in collaborative web. 

In the thesis [Lortal 06], the annotation is referred to a metadata, and also to a way of negotiating boundaries to create a common referential and to promote mutual awareness of annotators, enriching semantically a document. Moreover, the author stated that is possible to track the logic of communication to understand design steps in the document through the indexation of annotations. Indeed, it is possible to integrate annotations dealing with argumentative interactions into one document underlining so the design rationale about annotated product or model. This is a valuable feature that allows designers to list all actions made on specific product and evaluate its progress state. On the other hand, [Lortal 06] states that the annotation is contextualized by its textual environment and its production environment. The former consists in its body (content) and its target text (the document to which it is anchored), its form and its function. The latter is represented by its actor (the author and the reader) and his role. This raises questions about the nature of the target document and the content of annotation which best respond to its function. Besides, when actors annotate the same fragment and annotations are stocked, this generates problem on visibility level which requires anchoring and storage control. Moreover, the annotator’s identity presents an important key of annotation. So, in a collaborative design, the actors need to know who the annotator is and what his expertise is to best comprehend the production environment of annotation.

According to [Zacklad & al 03], the cooperation process includes episodes of deliberation and confrontation allowing the review of solution representation’s state and benefiting from evaluation of other participants. This mutual exchange will generate another constraints and alternative proposals. In this context, the authors highlight the role of annotation in order to ensure knowledge capitalization and management. They make distinction between two functions of annotation: criticize and plan. For criticize function (e.g.; “this bar is not well positioned”), the annotation is dedicated to argumentative communication on the target product to evaluate it and propose solution. For plan function (e.g. X must work on this point later), the annotation is dedicated to organize and coordinate between actors for project management. This distinction seems relevant in all collaborative design processes whatever the field because participants’ interactions concern mainly design product or group management. 

3.3.4.7 Annotation for communication 

[Tazi & al 04] have studied annotation act from the perspective of speech act theory created by Austin in 1962 in his publication How to Do Things with Words [Austin 62], and formalized by Searle [Searle 69]. This theory claims that, in a communicative speech, people do not just utter words, but also they try to inform, request, convince, etc. In other words, the speech act carries the speaker’s intention which is implicated to determine what he wants to express by formulating some words. In this context, the speech act presents a means of action where the speaker delivers a message which has a set of effects manifested by the execution of some actions. The authors applied this theory in written communication where the author plays the role of the speaker and the writing acts involve in cognitive process. At this level, annotations serve to explicit clearly authors’ intention, and so they are presented in form of an intentional structure that has been defined and based on four parameters: Action A, goal G, means M and reason R. Indeed, while writing, the agent has an intention to perform an action A in order to achieve a goal G, by the means M and for some reasons R. this model highlights the notion of intention’s effect generated by written act and manifested by an action. 

3.3.4.8 Ontology 

Generally, ontology is defined as a network of concepts organizing and modeling some knowledge ensuring a certain level of abstraction. Gruber proposes a reference definition: “An ontology is an explicit specification of a conceptualization of a knowledge domain”. It is a formalization of knowledge and it is also a representation of a shared and consensual conceptualization which highlights the collaborative efforts to construct ontology. This network consists in a set of objects that are characterized by some properties and linked between them through different relations. Thus, the construction of ontology requires the analysis of objects’ dependency and characteristics to define the properties and the kinds of relations. These last can be semantic or subsumption relations.  The first refers to the relationship between two or more words based on their meaning. For example, “bike” and “bicycle” are synonym words. The second refers to the relationship of implication linking the more specific to more general concepts leading to a hierarchical taxonomy. For example, a train is more specific concept that “vehicle”. The following figure illustrates the different elements that constitute an ontology (example of pizza provided with Protégé tool). 
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Figure 8 : the pizza ontology

As depicted in this figure, the ontology is composed of: 

· Individuals: they are also known as instances and they represent the entities of the domain.

· Concepts (classes): they constitute a group of individuals which have similar characteristics (they are presented by circles in figure 4). For instance, OnionTopping class includes all pizzas that have onion on its topping. It belongs to class of pizzas which have vegetable topping. A concept can present any term from different context, but it is essential to build a logic and structured presentation.

· Relations: they present the types of interaction between classes like a hierarchical relationship. They can support many characteristics like reflexive, functional, transitive, etc. 

· Axioms: they are specified for defining true propositions in order to add a logic layer and reasoning to ontology.

Domain ontology should be designed to harmonize the vocabulary between annotators in a manner that it will reduce ambiguities and enhance communication between designers.

3.4 Computer Supported Collaboration Tools

Computer supported cooperative work addresses “how collaborative activities and their coordination can be supported by means of computer systems.” It combines the understanding of the way people work in groups with the enabling technologies of computer networking, and associated hardware, software, services and techniques. A collaborative working environment supports people in their individual and cooperative work. 

The following applications or services are considered elements of a collaborative working environment : e-mail, instant messaging, application sharing, videoconferencing, collaborative workspace and document management, agenda sharing, task and workflow-management, wiki group or community effort to edit wiki pages, blogging where entries are categorized by groups or communities or other concepts supporting collaboration.

3.4.1 Web-based collaborative tools: Groupware, Wiki, CMS. 

3.4.1.1 Groupware


A groupware is software aiming at creating such an environment for communication, sharing of information and coordination within a group of individuals. It is a collaborative space for working groups. It's main functionalities are agenda, address book, storage space of shared documents, web page edition, access rights management, etc. It can also support shared schedule, task management and project management, forums, newsgroups and mailing lists, collaborative work support, wiki, etc.

Some groupwares are: Msexchange (http://www.msexchange.org), Desknow http://www.desknow.com), Cronopolys (http://chronopolys.xwiki.org), Sharepoint, (http://sharepoint.microsoft.com ), Simple Groupware Solutions,(http://www.simple-groupware.de/cms/), OBM (http://obm.aliasource.fr), PHPProject (http://www.phprojekt.com

 HYPERLINK "http://www.phprojekt.com/"
), eGroupware (http://www.egroupware.org)

3.4.1.2 Wiki


A wiki is a management system for website content, for which every (authorized) visitor can freely and easily modify pages. It allows communicating and spreading (broadcast) information quickly, to structure this information to allow to navigate it comfortably and to modify its contents in a collaborative way. Its main functionalities are content display, modification of the contents (publishing), modification, addition, deletion and formatting, linking, image insertion, traces of modifications, consultation of the history of successive modifications (by page, by contributor), return to a former version, access restrictions administration, analysis of the hypertext links, interface with the system (creation and management of accounts users, management of the preferences, etc.).  Ward Cunningham and Bo Leuf, in their book “The Wiki Way: Quick Collaboration on the Web” described the essence of these wiki concepts.  In the Ward Cunningham original description, a wiki is “the simplest online database that could possibly work”. “Wiki” is a Hawaiian word meaning "fast”.

Wiki software is a type of collaborative software that runs a wiki system, allowing web pages to be created and edited using a common web browser. It is usually implemented as an application server that runs on one or more web servers. It needs an Internet browser for display, edition tools for publishing, identification tools (date and author of the modification), and version management, a database for storing the contents and the versions, system tools allowing to manage an account, to authenticate a user, for users management, modification analysis tools, hypertext links analysis tools. 

Wikis are typically powered by wiki software and are often used to create collaborative websites, to power community websites, for personal note taking, in corporate intranets, within enterprises and in knowledge management systems. Wikis may exist to serve a specific purpose, and in such cases, users use their editorial rights to administrate the content and control changes (for instance remove material that is considered "off topic"). The most illustrative example for this use is the collaborative encyclopedia Wikipedia (www.wikipedia.org).

Examples for most common wiki software are: MediaWiki, JSPWiki, PhpWiki, PMWiki, XWiki, DocuWiki

3.4.1.3 Content Management System

A “Content Management System” (CMS) represents the collection of procedures used to manage work flow in a collaborative environment. Particularly, a CMS is a web software package which allows to manage and to develop on-line a dynamic website or multimedia applications (pages create on the fly from the contents of a database): management system of web contents, system of web publication. It allows for a large number of people to contribute and share data having support for storing and retrieving data. An user management mechanism is integrated, therefore it controls access to data, based on user roles.(what information each user can view or edit, ex : authors, managers, and administrators). Basic functionalities that are provided by CMS are:

· dynamic management of web content, 

· project management, 

· document versions management. 

There are also additional possible extensions to add new features to the site such as scheduling, calendar, sending and downloading files, internal messaging system, forum, chat, etc.

Some CMS are: PhpNuke (http://phpnuke.org/index.php), Joomla (http://www.joomla.org/), Xaraya (http://www.xaraya.com/), Mambo (http://www.mamboserver.com/) Apache Jetspeed (http://portals.apache.org/jetspeed-2/), SPIP(http://www.spip.net/rubrique25.html)

3.4.2 Online Collaborative Applications (Documents, Calendars, Conferencing etc.)

A collaborative application is a form of collaborative software application that allows several people to participate to online conferences, to edit, to store and to access documents using different computers. The documents will be shared by a group of registered users. Such applications support the management of versions of shared documents.

Online office applications are automation software suite, including programs allowing collaborative work, on text document, spreadsheet, and presentation. Such applications allow the registered users to create, import, modify document, without any software installed on their computer. An internet connection is enough for finding one’s workspace. One can share files with other users, who can possibly modify them in real time, or to turn them public by associating a URL address. For instance GoogleDocs (Google), Office Web Apps (Microsoft), Zoho are such web-based office tools.

Online calendar applications allow people to publish and share commons calendar in order to work together. Calendars can be public or shared with specific people. A range of sharing permission controls help maintain security and privacy. Examples of such applications are: GoogleCalendar, Wichtime.com.

Web conferencing is used to conduct live meetings, training, or presentations via the Internet. Typically, these tools provide core functionality such as screen sharing, voice and video conferencing. Web conferencing is often sold as a service, hosted on a web server controlled by the provider. Notable web-conferencing tools service providers are: WebEx, Adobe Connect, IBM Lotus, …

3.4.3 Collaborative  IDEs (Jazz,  etc.)

3.4.3.1 IBM-Jazz

In the paper “Collaborative development environments”, Grady Booch and Alan W. Brown, from Rational Software Corporation (owned by IBM), laid out the vision that will later materialize into the Jazz platform. The vision stems from the observation that producing software in an inherently collaborative activity, in which “all the

stakeholders of a project – even if distributed by time or distance – may negotiate, brainstorm, discuss, share knowledge, and generally labor together to carry out some task, most often to create an executable deliverable and its supporting artifacts” [Erreur : source de la référence non trouvée]. A virtual environment that could host and facilitate the fore-mentioned interaction is called a “Collaborative development environment”.

While Booch & Brown recognize that various tools to support such interactions have always existed (from email and chat to message boards, issue trackers, source control systems, etc.), they claim that “Communities of practice are fragile things that can flourish only given the right balance of technology and user experience […] It is the supportive, integrated nature of a CDE that distinguishes it from the variety of disparate functional products typically in use today”.

The ultimate goal is thus to create a “frictionless surface” that could eliminate or automate non-creative activities, and encourage creative and high-band modes of communication between a project’s stakeholders. If the goal of Eclipse is to improve the productivity of the individual developers, a collaborative development environment seeks to improve the productivity of the team as a whole.

After surveying some notable product which exhibits some of the desired capabilities, the authors propose a list of features a collaborative development environment should have, organized in three main groups:

· Coordination features (calendaring, scheduling, events management, dashboards, metrics, searching, etc.)

· Collaboration features (discussions, meetings, instant messaging, pooling, shared whiteboards, etc.)

· Community building features (protocols and rituals, self-publication of content, self-administration of projects, scope and leadership, etc.)

IBM launched the Jazz platform (http://jazz.net) to implement the above described vision. It is pitched as the next evolution of the Eclipse platform. The Jazz platform is the technical foundation on which a couple of product rest: 

· Rational Team Concert (work item tracking, source control, continuous builds, process support)

· Rational Quality Manager and Rational Test Lab Manager (application lifecycle management, testing)

· Rational Requirements Composer (requirement definition)

· Rational Project conductor

· Rational Insight

· Rational Build Forge

· Rational Asset Manager

The Jazz code is not open source. However, an “express” version of Rational Team Concert is available for small teams (10 members max). API documentations are available to add extensions to the various components of the Jazz platform. There is currently no explicit support for metamodeling in Jazz.

IBM pitches Jazz as follows: “Jazz is designed to transform how people work together to build software, making software delivery more collaborative, productive, and transparent. You can think of Jazz as an extensible framework that dynamically integrates and synchronizes people, processes, and assets associated with software development projects.” Jazz is thus heavily focused in the human aspects of collaboration, while Galaxy is mainly concerned with (large) data exchange and management.

3.4.3.2 CoDesign

CoDesign is a project jointly developed by Infosys Technologies Limited (Bangalore, India) and the University of Southern California, and described as a “highly extensible collaborative software modeling framework”. CoDesign is built around the observation that, in SCM-based distributed collaboration infrastructures, conflicts can be detected only after a commit, when it is usually too late for an automated and/or efficient resolution. It is therefore useful to detect conflicts in real-time, and notify the appropriate designers, so as to enable frictionless collaboration in geographically distributed work settings [Young Bang et al., 2010].

CoDesign’s main contribution is an “extensible conflict-detection framework for collaborative modeling”.  The framework is built so as to support seamless integration of off-the-shelf conflict detection engines and modeling tools by appropriate adapters. It uses server-client architecture, based on messaging and event-processing. Modeling tools send event corresponding to edition action to the server, which uses conflict detection engines to match conflicting actions. The conflict is automatically resolved if possible, or notifications are sent back to the modeling tools, which inform the designers.

Three main conflict types are recognized by CoDesign:

· Synchronization conflicts: A designer makes an edition action which does not make sense in the context of another edition action made by a remote co-worker (like adding an attribute to a removed class). These happen when the event corresponding to a remote edition action is not received on time.

· Syntactic conflicts: Syntactic metamodel rules (like cardinalities) are violated by the cumulated effect of concurrent edits

· Semantic conflicts: Concurrent edits result in the violation of a consistency rule, external to the metamodel and explicitly specified with OCL for example.

While downloads are not yet available (http://softarch.usc.edu/~ronia/codesign/#download), CoDesign has already been integrated with Drools to detect synchronization conflicts, GME’s metamodel checker for syntactic conflicts, and GME’s OCL checker for semantic conflicts.

3.4.3.3 Syde

Syde is a tool from the University of Lugano, Switzerland, which, like CoDesign, detects conflicts in real-time in a distributed development setting. Unlike CoDesign, Syde focuses on code (instead of models) and is implemented as a plugin, exploiting the rich Java AST (Abstract Syntax Tree) manipulation and refactoring capabilities of Eclipse.

The tool has a server-client architecture, with a central server storing the abstract syntax trees of each developer workspace on the server. The server also hosts conflict detection engines which work by comparing the different AST. The AST are update with change information sent from each developer’s machine by specialized plugins. These change information, unlike the diff functionality of popular version control systems, are not line-based, but rather AST-based, so capture much more semantic information. Better, the powerful refactoring capabilities of the eclipse editor help to capture substantial changes to a project as single conceptual information. This helps to keep the amount and relevance of awareness information down [Hattori & Lanza, 2010].

One major contribution of Syde (besides AST-based changes) is the various awareness facilities. A plugin can help developers visualize the latest classes changed, with colors indicating the developer who made the change, and size indicating the amount of activity on that element for example (word cloud). Another plugin can show the recents changes and their authors as annotations or tooltips right in the Eclipse editor.

3.4.3.4 ModelBus

ModelBus [Sriplakich et al., 2008] is a “model-driven tool integration framework”, originally developed in the context of the MODELWARE project, and currently maintained as part of the MODELPLEX project. ModelBus was available in the MDDi Eclipse project, which has been archived since August 2008. Current version is available at modelbus.org.

On the one hand, ModelBus is an interoperability layer which allows a modeling tool to use the services of another tool. The functionality is RPC-based, with a call-by-copy-restore semantic (that is, a copy of a model is sent to a tool, the tool updates the model, the modified version is returned, and replaces the original). ModelBus allows tools to send only some parts of a model, to improve performance (less data to copy) and access control (send only the part that the receiver is allowed to view/modify). Model fragments are defined by a root node and a collection of nodes that can be included in the fragments: only nodes that can be reached from the root and belong to the collection are included.

On the other hand, ModelBus is a distributed collaborative model editing environment; designed after centralized version control systems like SVN and CVS. Models are stored in a central repository as XMI files; which allows reusing part of the functionality of CVS, a file-based version control system. Developers copy (part of) the repository to their local workspace, make modifications, and send their updates to the repository.

Merging and conflict resolution in ModelBus is based on deltas, which are models containing the changes related to a pair of models: the original model, and the modified one. ModelBus offers delta calculation (generation of delta models), conflict detection and resolution (based on delta comparison) and delta integration (aka merging). These are implemented on the MOF level using Eclipse EMF, which makes ModelBus compatible with any MOF-based model.

Delta calculation in ModelBus relies on the association of a unique ID (an UUID actually) with each node in a model. ModelBus can unambiguously refer to a model node using the (relative) path of the model, and the node’s id, as in “module1/model2.xmi#node-uuid”. Links between nodes are encoded using paths and IDs, allowing ModelBus to detect deletions, additions, modifications, and even element moving between models (refactoring).

Conflict detection is handled by comparing deltas pair-wise. Whenever a developer commits his changes to the repository, two deltas are calculated:

· a first delta, d1, between the current version of the model in the workspace, and the version the developer used as the starting point of his work

· a second delta, d2, between the current version of the model in the repository, and the version the developer used as the starting point of his work (those two versions can be different if another developer committed on the same model in the mean time)

The two delta models, d1 and d2, are compared to detect conflicts (multiplicity and association order, mostly related to inter-model links). ModelBus can resolve conflicts automatically (giving priority to the latest changes) or let the developer decide interactively what to do with each conflict. Additionally, ModelBus offers an API which can be used to implement custom automatic conflict resolutions strategies.

ModelBus distinguishes between the Workspace Manager, which communicates with the repository, and the Tool Adapter, which bridges between the modeling tool and the Workspace Manager. Tool Adapters keep track of IDs by maintaining a table mapping node IDs to node memory locations, a providing modeling tools with model loading and model saving functions, so that ID management can be transparent. Tool Adapter also offer “scalable model loading”, that is the ability to defer loading a model into memory until a link (inter-model link) leading to that model is followed. This is only possible when the editor offers hooks to intercept navigation towards unloaded models, and this is the case in EMF.

3.4.4 Version Control

In this section, we summarize the literature on Revision Control Systems (RCS) relevant to Galaxy. We first structure the field by proposing dimensions along which to classify such systems. We then survey RCS that focus on controlling revisions made to textual software artifacts such as source code and natural language documentation. We then survey academic research on RCS that focus on controlling revisions made to graph-based models such as those that follow an Object-Oriented (OO) metamodel such as Ecore [Steinberg et. al., 2008] or MOF [OMG, 2006].

3.4.4.1 Classification dimensions of RCS

An RCS provides a variety of services that improves the productivity of teams that collaborate to construct software artifacts. There is no universally accepted set of RCS services. However, the following services are generally expected to be provided by an RCS together with complementary tools able to interoperate in synergy with the RCS (e.g., plug-ins):

· History recording: keep track of who made which revision to what artifact when and with what purpose;

· Revision roll back:  allow seamless backtracking to past versions of any artifact; 

· Branch handling: allow efficient forking and subsequent merging of concurrent development branches;

· Artifact comparison (often called diff): point out the differences between two artifacts, generally with respect to a third artifact from which the two being compared independently evolved; 

· Conflict detection: identify among artifact differences those that prevent merging the artifacts without violating constraints defining correct syntax, well-formed structure or consistent semantics in the merge result.

The first dimension to classify RCS is the data structure used to represent the software artifacts under revision control. The oldest RCS [Chacon, 2009] [Collins, 2008] were developed for code-driven engineering. They thus focus on controlling changes made to text files that generally contain source code or natural language documentation. The recent advent of MDE triggered the appearance of RCS [Murta et. al., 2007] that focus on controlling changes made to graph-based models that are linguistic instances of OO metamodels. In such graphs, model elements are nodes and references between model elements are vertices. One key reason that makes controlling graph-based model revision more complex than controlling text file revision is the format diversity required by the former. A single text file serve two functions: supporting edition actions by developers and supporting persistent storage and retrieval by RCS. In contrast, graph-based models generally use one graph to support edition actions by developers and another distinct graph to support persistent storage. This difference is illustrated in Figure 9
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. The left-top corner shows the graph representing the concrete visual syntax of a very simple UML model that contains a single class and a single auto-association. This graph represents the user view of the model under development. It is this graph that developers revise through GUI provided actions of the CASE tool they use. Contrast this graph with the one shown at the bottom of the same figure. This other graph represents the very same model, but in the distinct format used internally by the CASE tool to persistently store and revise this model. It is an instance of the abstract syntax of the modeling language in use, in this case the UML. A simplified subset of the UML metamodel that defines this abstract syntax is shown at the top–right corner of the same figure. Note the structural mismatch between (a) the user-oriented concrete syntax graph that contains only one node and one vertex and (b) the tool-oriented abstract syntax graph that contains four nodes and four vertices. The advantage of the former is its visual conciseness. The advantage of the latter is that it contains exactly one object per model element
. As a graph of objects instances of metamodel classes it can be persistently stored and exchange between tools across a network as a binary file, or serialized as a textual file (e.g., following for the XMI [OMG, 2007] serialization standard). Whereas an RCS for code-driven only needs to control revision of a single text file for each artifact, an RCS for MDE needs to control consistent revisions of multiple, subtly cross-constrained graphs (concrete vs. abstract syntax graph, model vs. metamodel graph, etc.), each one with their various graphical display, persistent storage and interchange formats (image, binary object, XML etc.). 

The second dimension along which to classify RCS is how they store the revision history. The first distinction along this dimension is between snapshot and delta approaches. The former simply stores a full copy of each version, whereas the latter only the store the differences (or delta) between one version and its parent(s) version(s) (while each version within a single development branch as a unique parent, a version resulting from a branch merge has several). The general advantage of the snapshot over the delta approach is its simplicity and higher speed to navigate among versions and branches. Its general drawback is its higher space requirement. Falling memory costs make the snapshot approach more scalable by the day.
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Figure 9 - User-oriented vs. storage-oriented graph representations
Delta approaches are further sub-categorized in structural and action-based deltas. The former stores pairs of sub-structures that differ in the current version and (one of) its parent version, whereas the later stores a minimal revision action sequence which, when applied to (one of) the parent version results into the current version [Blanc et. al., 2009]. In an MDE context, revision actions include changing the value of a model element attribute, adding and deleting a model element or a reference between two such elements. Two action sequences are considered equivalent if their application on any given artifact yields the same revised artifact. The action sequence stored in action-based delta approaches need not be the one executed by the developer, it can an equivalent, canonical one.

The third distinction to classify RCS is the collaboration paradigm that they support. The top-level distinction along this dimension is between the lock-revise-unlock approach and the copy-revise-merge approach. The former aims at preventing several developers to concurrently make conflicting revisions to the same artifact, by serializing these revisions. With this approach a developer must lock an artifact before revising it. While it is locked, no other developer can revise it. After the developer has committed his or her revision, (s)he unlocks the artifact, which can then be locked and revised by another developer. In contrast, the copy-revise-merge approach allows several developers to concurrently revise the same artifacts. These revisions are performed on local copies of the artifact which are stored on a shared repository. After one developer has completed his or her revision (s)he commits it to the shared repository. If another developer concurrently committed another revision of this artifact, or a dependent artifact, before (s)he did, the two revisions must then be merged. This can be done automatically if these revisions do not conflict. But if they do conflict, the last committing developer must then resolve them manually with the help artifact comparison visualization tools. This approach makes no attempt to prevent conflicts. Though it might appear counterintuitive, it is however more scalable that the locking approach for large teams revising highly interdependent artifacts. This is because the only way for a locking approach to prevent all conflicts is to lock the transitive closure of artifact that depends on the one that the developer locked to revise. For example, if developer D1 locks artifact A1 while developer D2 concurrently locks artifact A2 and if say a third artifact A3 references both A1 and A2, the concurrent revisions respectively made on A1 by D1 and A2 by D2 may violate a consistency constraint of A3. When references between artifacts are numerous as is the case in state-of-the-art graph-based models, locking the transitive closure of all dependent artifacts does not scale up to large development teams since a members revising a few artifacts may propagate the scope of the locks to cover all artifacts of the project, leaving most of the team idle most of the time waiting for lock release. 

The fourth dimension along which to classify RCS is the automated conflict detection level. For text artifacts, the lowest level is simply string matching. At this level any character mismatch between corresponding lines of a text are considered potential conflicts. This is efficient to compute but leads to many false positives. The next level is syntax, which compares abstract syntax trees (AST), so as to ignore irrelevant string differences. The next level is structural semantics, which generally requires specifying artifacts in some formal notation. The higher the level at which an RCS performs conflict detection, the better its recall (less false negative or conflicts that go undetected by the tool) and precision (less false negative or differences erroneously marked by the tool as conflicts). For example if the type of an attribute has been changed from class C to class C1 by developer A, but from class C2 by developer B, a name-based diff tool will mark these change pairs as a conflict. However, a type-based diff tool might merge the two changes into a change to the common super class C3’of C1 and C3.  However, such gains come at the cost of losing versatility, for higher-level detection requires taking into account language specific syntax and semantic constraints.

The fifth and last main dimension along which to classify RCS is their deployment approach: centralized vs. distributed. A centralized RCS (CRSC) maintains a single shared repository. In order to check out artifacts from the repository and then commit them back to it, a developer must be connected to this single, central repository. In contrast, in a distributed RCS (DRCS)  each developer stores in a local repository a (possibly partial) copy of the project artifacts. (S)he can thus update and commit artifacts while disconnected. However, to collaborate with other developers, (s)he must also periodically synchronize his(er) repository with repositories of other developers. The main advantage of the centralized approach is the simplicity of its interaction with the repository. This simplicity propagates to repository administration, as well as to the collaborative development process followed by a project. One advantage of the distributed approach is its scalability to large projects, with many branches [Jones 2008]. It is also less bottlenecked by network bandwidth than the centralized approach. Another advantage is that it is more resilient to failure, with its behavior gracefully degrading thanks to repository redundancy. In the centralized approach, failure of the single centralized repository leads to project paralysis until it comes back up. A third advantage of the distributed approach is that it subsumes the centralized approach while being more versatile. A centralized RCS forces a development team into the single collaboration workflow that it supports. This workflow can also be supported, more efficiently and more robustly, even though less simply, by a distributed RCS. Doing this only requires designating one of the distributed repositories as the one with which all the other repositories much synchronize their revision data. In addition, an distributed RCS can support fully P2P workflows, centralized workflows with a human gatekeeper, hierarchical workflows with several human gatekeepers of different ranks, etc.  This allows adapting the workflow to the scale of the project, the diverse maturity of developers, the diverse preference of collaborative subgroups, and so on.
3.4.4.2 Text-based RCS

There are many text-based RCS. In what follows we focus on two of the most recent and influential: Subversion and Git.  

3.4.4.2.1 Subversion

Subversion (abbreviated svn) is free software that falls into the following categories of the RCS classification we defined above:
· It stores structural delta between versions;

· It supports both the lock-revise-unlock and the copy-revise-merge approaches;

· Its built-in conflict detection is at the lower text line level; this choice makes svn very versatile; its software architecture as a three layer API  facilitates its interoperability alternative, external, more specific, higher-level, conflict detection tools (syntactic, semantic);

· It is a centralized RCS; historically it was conceived to overcome the severe limitations of another centralized RCS called CVS (Control Version System); it succeeded in overtaking CVS as the most widely used RCS. 

The strengths and weaknesses of SVN are those that it inherits from these characteristics, which we discussed individually in section 3.4.4.1
A simplified model of SVN is shown in Figure 10.  
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Figure 10: Simplified svn model
It illustrates some of SVN’s basic design principles (in addition to those listed above that situates it in the RCS space): 

· All artifacts are files in a directory tree; 

· All local and remote directory entries are identified uniquely by an url; 

· Only directories possess a revision number, individual files do not;

· Development tags and branches are not distinguished concepts: the main development branch is merely a directory under a path with a “trunk” prefix, other branches are merely directories under a path with a “branches” prefix, and tags are merely directories under a path with a “tags” prefix.

· The granularity of revision operations (such as committing changes from the local workspace to the global repository or updating changes from the global repository to the local workspace) is variable, as these command take as argument directory entries;

The main commands of SVN are the following:

· checkOut() copies the host directory entry in the centralized repository to the local workspace;

· commit(deAtUrl: String, msg: String, summary: String): Conflict[*] if none of the changes made to the local workspace directory entry at url deAtUrl since the last checkOut or update  conflict with changes committed earlier at or below the corresponding directory entry from another local workspace, propagates them to the central repository; if some changes do conflict, simply return these conflicts without altering the central repository; 

· update(): Conflict[*], the converse of commit; if none of the changes committed to the central repository below the host’s path (from another local workspace) since the last commit (from the host’s local workspace), propagates them to the local workspace; if some changes do conflict, simply returns these conflicts without altering the local workspace;

· merge(withDeAtUrl: String): Conflict[*], merges the host directory entry with the argument directory entries if they are not conflicting; if they are, returns the conflicts;
· resolved(), signals that the host directory entry in the local workspace is no longer conflicting with its corresponding entry in the central repository; changes its state from conflicting to modified, so that it can be committed without generating an error; in effect it allows a developer that tried to commit his revision of the directory entry after another developer to have the last word on whose revision becomes the current one in the central repository;
· diff(withDeAtUrl: String): Diff, returns all the differences between the host directory entry and the one at url withDeAtUrl between two directory entries;

· revert(toRevNum: Integer), fetches in the central repository the directory entry of revision number revNum at the path equal or directly above the host directory entry, and overwrites it on top of the directory entry under the same path in the local workspace; it thus reverts the entry to its desired earlier version.
· lock(), prevents any other local workspace to commit new versions of the directory entry to the central repository;
· unlock(), reauthorizes other local workspaces to commit other versions of the directory entry to the central repository;
· add(deAtUrl: String,, puts directory entry at url deAtUrl  in the local workspace under revision control; 
· delete(deAtUrl: String), remove directory entry at url deAtUrl in the local workspace from revision control;
· move(deAtUrl: String, toUrl: String), moves directory entry at url deAtUrl in the local workspace to the directory at url toUrl (also in local workspace);
· copy(deAtUrl: String, toUrl: String), copoes directory entry at url deAtUrl in the local workspace (already under revision control) to the directory at url toUrl (also in local workspace); with SVN, this copy operation is used as a single mechanism to create development tags and branches.
· One of the great productivity gains of models as opposed to code is that many models have a visual concrete syntax. Another one is that it decomposes different concerns in different model views. However the built-in diff operation of SVN is only able to perform string matching on source code text files. This is acceptable for code-driven methods, because source code files can be carefully indented by developers so that each line of code corresponds roughly to a semantic unit. Models are exchanged among CASE tools as text file in the XMI format. This format is not meant to be legible by developers. It is extremely verbose and mixes structural and visual tags. Therefore, running the built-in SVN diff on an XMI file cannot lead to any insight for a given developer on the concurrent changes made by another developer that conflict with his (hers). Some industrial tools such a Modelio is interoperable with SVN and provides its own visual diff that points to model differences in terms of diagrams difference. However, such diff does not scale-up for reasons described in the section describing it more details. 
3.4.4.2.2 Git

Git is free software that falls into the following categories of the RCS classification we defined in section 3.4.4.1:

· It stores revision snapshots;

· It supports only the copy-revise-merge approaches, not allowing artifacts to be locked;

· Its built-in conflict detection is at the lower text line level; this choice makes git very versatile; alternative, external, more specific, higher-level, conflict detection (syntactic, semantic) systems be used in conjunction with git;

· It a distributed RCS; in fact it pioneered the concept of distributed RCS and most other distributed RCS [Sullivan, 2009] [Steinberg, 2008] are still conceptually largely based on git data structures and command set.

The strengths and weaknesses of git are those that it inherits from these characteristics, which we discussed individually in section 3.4.4.1. 
A simplified model of git is shown in Figure 11. It illustrates some of git’s basic design principles (in addition to those listed above that situates it in the RCS space): 

· There is one local repository and one corresponding local workspace stored on the machine of each user; each such repository contains the full history of all the artifacts of all the projects to which the user participates using git for revision control;

· Workspace artifacts are structured as files and directories, as in svn; they are thus uniquely identified by their directory path string;

· Repository artifacts are structured as trees whose root nodes are software revision meta-data such as release tags and development branch tags whose depth-one nodes record the date, time, author and justification for revisions made to a set of project artifacts committed to the repository,  whose other intermediary nodes follows the directory tree structure of the workspace and whose leave nodes contain the project artifact under revision; 

· The nodes of depth 0, 1, N-1 and N in repository trees of depth N, respectively called git tag, commit, tree and blob objects, are all indexed by a hash string with a very low collision probability; it is used to both almost uniquely identify and almost instantly retrieve the different revisions of the artifacts in the repository;

· The granularity of the revision operations (such committing changes made to a local workspace to a local repository or pushing them from one local repository to another) is coarse as it concerns all the artifacts changed since the last corresponding operation; there seem to be no built-in mechanism in git to restrict the exchange of project revision data and meta-data to a small subpart of the project as in svn, by checking out and committing only sub-directories.

A small example of git object tree representing a software artifact repository is shown in Figure 12. 
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Figure 11: Simplified git model
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Figure 12: Example git object tree representing an artifact repository
The main git operations are the following:

· add(dePath: String), puts directory entry under path dePath in a local workspace under revision control; it involves creating in the corresponding local repository one tree object for each directory and one blob for each file below dePath in the workspace;

· rm(dePath: String), removes directory entry below dePath in a local workspace from revision control; this involves deleting from the corresponding local repository the git objects that were created to maintain that directory entry under revision control;

· mv(fromDePath: String, toPath: String), shortcut to execute rm(fromDePath: String) followed by add(toPath: String)

· diffWsHeadTip(downToPath: String): Diff[*], returns the set of differences between the current state of the local workspace and its state at the time of the last commit or pull operation call as stored in the local repository;

· clone(toRepoUrl: String), creates a local repository that is a full copy of the remote repository at url toRepoUrl; then create a local workspace that contains one directory per tree object and one file per blob in the local repository; also creates an origin association from the local workspace to the remote repository; adds the former as a puller and pusher of the latter and vice-versa;

· commit(msg: String), creates a new snapshot of the local workspace into the local repository, which involves creating a blob for each file and a tree object for each directory, then creates a new commit object pointing to the top-level tree object corresponding to the root directory of the local workspace;

· revert(toCommitHash: String), overwrites the current local workspace with the earlier revision of it that is pointed by the commit object of hash string toCommitHash;

· fetch(fromRepoUrl: String),  gets the revisions made public at the remote repository at url fromRepoUrl since the last time the local repository executed a fetch or pull or push operation from or to this remote repository; it requires that the remote repository is part of the pullees of the local repository; it involves getting the hash string of the new versions of the branch objects from the repository that are remote branches of the local repository; from these hash strings, the whole revision history of the branch (commit objects pointing to each other and to tree objects, themselves pointing to each other and to blobs) can be obtained;

· merge(withBtn: String): Conflict[*], if there are is conflict between the current head branch in the local repository and the other branch (local or remote) called withBtn then substitutes the former with the merge of the two, otherwise returns the conflicts that prevented the automatic merge;

· pull(fromRepoUrl: String): Conflict[*], fetches the latest revisions published for all the branches of remote repository at url formRepoUrl to which the local repository subscribes as remote branches, then merges each of them with the corresponding branches stored in the local repository, and returns the conflicts resulting from some of these merges (if any);

· push(toReporUrl: String), Boolean, notifies a target remote repository at url toReporUrl that new revisions of local branches in the local repository and to which the target repository subscribes (as remote branches) are available to be fetched or pulled; it succeeds only if no other push to the target repository were executed by a third remote repository since the previous push to the target by the local repository; in case of failure, the owner of the local repository must first pull the more recent revisions from the target repository and locally merge them before trying to push the merge result to the target;

· tag(tgn: String, msg: String, commitHash: String), tags the commit object with hash string commitHash with the tag name tgn and the message msg;

· addBranch(btn: String, msg: String), creates a new branch called btn, pointing to the commit object at the tip of the current head branch;

· delBranch(btn: String), deletes the branch called btn from the local repository; 

· checkOut(toBtn: String), switches the head branch to the branch called toBtn; the head branch’s tip commit object points to the tree objects and blobs in the local repository that respectively correspond to the directories and files of the local workspace; the fact that after a checkOut the local workspace contains a copy of the artifact tree revision that its argument points to in the local repository, may have motivated this git operation to share its name with the checkOut operation of svn; however, the use of the two in svn-based and git-based revision flowcharts are very different: the place occupied by checkOut in the basic svn flowchart is occupied by clone in the basic git flowchart;

· rebase(btn: String, fromCoAncWithBtn: String, ontoBtn: String), is used to linearize three branches into two in order to make past development history easier to follow; it finds the commit object coAnc from which the branch called btn diverged from the branch called fromCoAncWithBtn; it then replays the revision history of btn from coAnc onto the third branch called ontBtn, and deletes the branch btn which is then no longer needed; repeated calls to this rebase operation allows to fully linearize a very branchy, hard to follow development history with a lot of trials and errors into a simpler, neat, linear one.

· diffTip(withBtn: String, downToPath: String): Diff[*], returns all the differences between (a) the high-level tree objects and blobs available from the tip commit object of the (local or remote) branch called withBtn and (b) the corresponding objects in available at the tip commit object of the current head branch; the argument downToPath indicates the path at which to stop the recursive computation of these diffs (in effect it specifies that the diffTip caller in not interested in the lower level differences below this treshold); 

· diffCoAnc(ofBtn: String, downToPath: String): Diff[*], returns all the differences between (a) the high-level tree objects and blobs available from the tip commit object of the branch called ofBtn and (b) the corresponding objects in available at the tip of the commit object of its common ancestor with the current head branch.

· We have seen in section 3.4.4.2.1 that the main difficulty in using text-based RCS for MDE is the unusability of textual diff operations. This applies equally to Git as to SVN or any other text-based RCS for that matter 
3.4.4.2.3 Other text-based RCS

In addition to svn and git, it is worth mentioning two other text-based RCS which have become popular alternatives to both in recent years: Mercurial [Sullivan, 2009], abbreviated hg and Bazaar [Baazar, 2010] abbreviated bzr.  They are both, like git, distributed RCS that only support the copy-revise-merge paradigm. By default, hg stores each revision as structural delta from the previous one. However, it keeps tracks of size of delta chains along each development branch. Whenever adding new delta would make the chain larger to store than a new snapshot, it stores the last revision as a snapshot and resumes its default delta policy from this new snapshot. This results in an optimal use of space, which is important in distributed RCS such as hg and git which do not support partial checkouts of only a small subset of (the latest recent revision of) project artifacts into the local workspace. 

bzr attempts to combine the best features of git (versatility and scalability) and svn (easy of use). To this effect, bzr branches are directories like in svn instead of tags like in git. Also, revisions are locally incremented numbers like in svn instead of hash string like in git. Finally, in contrast to both git and hg and like svn, bzr allows fine-grained directory checkouts and commits. On benchmarks, git is consistently the faster and more compact general purpose text-based RCS [Jones 2008]. [WikiVs]. 

3.4.4.3 Graph-based model RCS

In this section, we review recent academic research on revision control for graph-based model artifacts which structure follows an OO meta-model. A graph-based RCS faces all the challenges of text-based RCS plus a set of additional ones which include:

· How to group model elements into model sub-graphs that carry revision numbers and/or are passed as arguments of revision operations (such as checkout, update, commit etc.) to make these operations, and especially the diff and merge operations, scalable to very large models and development teams?

· What data structure shall be used to persistently store model elements and model element revision control groups on local workspaces and artifact repositories?

· How to chose model element grouping strategies and persistent data structures that support RCS operations on any kind of graph-based model, much like svn, git, hg and bazaar support RCS for any kind of text-based code?

· How to scalably and automatically maintain through the collaborative revision process the dependencies between the various graphs used to represent a given model such its main graphical concrete syntax, its complementary textual concrete syntax, its abstract syntax representation as an instance of an OO meta-model which include type, multiplicity, and visibility constraints, the various model views (e.g., structural vs. behavioral vs. functional, specification vs. realization), the various executability levels (PIM, PSM, etc.);

· What architectural patterns to follow to design a graph-based RCS?

3.4.4.3.1 Odyssey-VCS

Odyssey-VCS [Murta et. al., 2007] [Murta et. al., 2008] is a centralized RCS for UML models. It supports both the lock-revise-unlock and the copy-revise-merge collaborative paradigms. Its workflow and command set are largely inspired from those of svn. Odyssey-VCS is implemented as an Eclipse Modeling Framework (EMF) [Streinberg, 2008] plug-in and deployed as a web service to which, in principle at least, any XMI importing and exporting UML CASE tool can connect to delegate revision control processing. Following an MDE approach, the RCS data model of the central repository is specified as an Ecore meta-model that is linked to the UML2 Ecore meta-model. The papers published on Odyssey-VCS only show the core of this meta-model. It is reproduced in Figure 13.
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Figure 13: The Odyssey-VCS data model for a central model repository (from [Murta 2008])

Although this is not explicitly said in the paper, this meta-model suggests that, unlike svn, Odyssey-VCS persistently stores UML model revisions as model snapshots and not revision deltas. The snapshots are instance of this meta-model in XMI. Two interesting points of the Odyssey-VCS’ central repository design are that (a) it largely decouples RCS meta-data from the model data and (b) it is not specific to UML2 specific since it is based on Ecore and XMI. However, this is not the case of Odyssey-VCS’ local workspace design which consists in deeply intertwining RCS meta-data with model data inside XMI files in which the RCS meta-data is stored as UML stereotype elements. The authors of Odyssey_VCS perfomed an insightful scalability study. They used two Java development projects which revision was controlled using CVS. The largest one was nine year old and comprised around 60,000 lines of code. Using the cvs2svn tool, they translated the CVS history of each project into a corresponding SVN history. They also reverse engineered the Java code into UML models. They then generated one corresponding Odyssey-CVS UML model checkout and commit action for each Java code checkout and commit action in the SVN history. In Odyssey-VCS each commit involves serializing the EMF objects representing the whole model in main memory into a single extended XMI file. The extension adds tags for the Odyssey-VCS metamodel elements shown in Figure 13. In particular, it keeps versioning metadata for every model element, i.e., at the finest possible modeling grain. Conversely each checkout involves deserializing (i.e., parsing) the XMI file into EMF objects. They gathered values for around 20 performance metrics. For the small project, Odyssey-VCS performed worse than CVS and SVN but within practical usability boundary. For the large project, the commit size was 2.6NB with CVS, 5.3MB with SVN and 10MB with Odyssey-CVS. In addition, Odyssey-VCS commit took 5 minutes, whereas it was instant with CVS and SVN. 75 to 80% of this time was passed serializing the EMF objects into the extended XMI file. They concluded that their approach does not scale up for large projects. 
3.4.5 Modelio (tool)

3.4.5.1 Introduction

Modelio is a dynamically extendable and configurable UML modeling tool.

Its key features are:

· Complete UML2, BPMN and EA modeling support

· Ergonomic and familiar GUI (RCP/Eclipse-based)

· Modeling wizards (intelligent drag&drop, smart element creation, complex element capture) 

· Smart element referencing mechanism (text completion, "direct click" referencing)

· More than 280 real-time, customizable consistency checks

· Extendable through "off the shelf" or bespoke modules

· MDA support, from basic to expert (open metamodel access, rich Java API for customization, ...)

· Integrated scripting language (Jython) support, for online requests, small scripts and macro definition 

· Integrated traceability management (dedicated graphical editor)

· Hyperlink support for easy diagram navigation

3.4.5.2 MDA support - Modules

Modelio users can adapt Modelio to their own configuration simply by adding the Modelio modules of their choice. Modelio then becomes a tool dedicated to their profile and needs, for example:

· Business analysts can use Modelio with the Goal Analyst, Dictionary and Business Rules Analyst, Document Publisher, EA-BPM Modeler and Teamwork Manager modules

· Software analysts can work with the Requirement Analyst, Document Publisher and SVN Teamwork Manager modules in their Modelio configuration

· Java developers can add the Java Designer and Teamwork Manager modules to their Modelio configuration

Modelio users can dynamically change their configuration at any time (from software analyst to Java developer, for example) simply by changing their choice of modules in the same repository.

In practical terms, modules are tool extensions providing both MDA extensions (profiles) and functional extensions. Modules must be deployed in a project in order to be used, i.e. modules are not systematically present and used in all Modelio projects.  Modules can evolve over time, and therefore have a version number. They can be dynamically withdrawn or applied, and can also be updated when applying a new module’s version.

Finally, MDA Designer is a particular Modelio module that can be used to develop new specific modules that are later deployed in the user’s projects, therefore enriching the tool with new features and extensions.

3.4.5.3 Model components

Just like “jar” files are a good means to exchange and deliver pieces of code between different teams. Model Components is a means for organizing model deliveries and interchanges between different teams.

In Modelio, a model component is a unique archive file that packages a set of UML elements along with several companion files. The packaged MC (Model Component) can later be deployed in a Modelio project where its contained model elements are made available for modeling.

Modelio’s model components have the following characteristics
:

· When defining and packaging an MC, the user can chose which part of his model he wants to be contained in the MC (i.e. a partial model can be packaged into an MC).

· The packaged MC receives a version number chosen by the user. This version number will be available when deploying the MC.

· Dependencies between model components can be defined, that will be checked by Modelio during the deployment of the MC.

· At deployment time, Modelio checks the MC dependencies and treats them as pre-requisites.

· Once the MC is deployed, its elements are available for modeling but are not modifiable in the project (ie read-only elements).

Model components can be efficiently used to organize large team activities in a reliable process where each team member can regularly deliver official revisions of the components he is responsible for to other members.

A typical use of model components consists in embedding external libraries. For example, the Java JDK code can be reversed as an UML model and this model can be packaged as a Model Component. This component, when deployed in a project, provides the JDK classes in read-only mode and makes them available for typing an attribute or inheriting a class for example.

This approach becomes an organizational issue when there are many contributors. In this situation, deliveries ought to be properly scheduled and notified to other members, in order to ensure that the different model components are properly delivered on time to each member of the group. If this is not guaranteed, no one is practically working on the same model, a definitive no-no. 


The Teamwork Manager module presented below can help.

3.4.5.4 Teamwork Manager
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Workgroup support and management is carried out by the Modelio Teamwork Manager Module which has to be installed on each workstation of the workgroup.

Teamwork Manager provides a distributed collaborative modeling environment based on Subversion (SVN), one of the most popular open-source CMS. Thanks to the underlying SVN technology, the cooperation is possible across local networks or the internet.

The Teamwork Manager mainly provides the basic functions of SVN making them transparently applicable to model elements:

· checkout an element

· commit changes  

· update 

· tag versions and branches

3.4.5.5 Cooperation mode

Teamwork Manager uses a “pessimistic locking” algorithm to ensure and preserve model integrity during cooperation. This means that only one user can modify a model element at a time and that this element has to be locked by the user who wants to modify it. Obviously, only one lock is allowed on a given element (in Modelio, locking an element calls an SVN Update operation and then the SVN Lock operation).

When the user is satisfied with his modifications, he has to publish the changes he made into the central repository. This is similar and actually based on the commit operation of SVN. Other users can later update their own local copy of the model in order to benefit from the changes previously committed.

At first sight, this lock mechanism can seem like a constraint and a limitation and yes it sometimes is. However, this approach preserves the user from the daunting complexity that would result from having to “merge” model changes carried out simultaneously by “unlocked” users. SVN-like tools are successful in non-lock mode when the managed artifacts are text ones and poorly depending on each other. Model elements are the exact opposite: they are not textual (although they can be described in text files, they are not human readable as such) and they are composing complex graphs.

3.4.5.6 Model consistency

At commit time Modelio Modeler and the Teamwork Manager module ensures that model integrity will not be compromised by the changes being committed. Model integrity here means that the modified model will in any case conform to its UML2 metamodel. The module also deals with dependencies in the model and will, for example, force the user to commit several additional model elements in a unique operation if this is required to preserve the model integrity. However, this guarantee of the model integrity sometimes comes at the price of a slight flexibility loss, as the user is forced to commit a set of model elements when he expected to only commit a single one.

3.4.5.7 Granularity

Modelio Teamwork Manager does only allow version control operation (checkout, commit and so on…) on some model elements, mainly “high level” ones like classes, packages and so on. This granularity (classifier level) is finely tuned as a compromise between a huge number of tiny elements and a reduced number of too coarse grains. Think that these grains are the smaller lock units: too big they block too many users in the workgroup by multiplying lock concurrency between them, too small they become so numerous that they are practically unmanageable.

3.4.5.8 Model versioning

Versioning of model changes is simply aligned on SVN revisions: each time a commit is carried out by a user, a new SVN revision is created. SVN tags can be used to specifically identify a particular model state.

3.4.5.9 Workgroup management

Modelio Teamwork also provides some management helper features.

3.4.5.9.1 Module management

The list of the Modelio modules that are expected to be used in a project can be defined in the SVN repository in a specific administration file. Each time a Teamwork Manager checkin/checkout operation is carried out, Modelio will verify, based on this list, that the proper modules are indeed installed locally. If not it will install these modules in the project automatically. This important helper feature will ensure that all the members of a given workgroup are always using the same modules and module versions, solving a very common but critical issue in teamwork management.

Rule: Each workgroup participant must have the same tooling version, and the same modeling extensions (profiles) and tooling extensions.

3.4.5.9.2 Model component management

The list of the model components (and their versions) that must be used in a project can be defined in the SVN repository in a specific administration file. As for modules, each time a Teamwork Manager checkin/checkout operation is carried out, Modelio will verify, based on this list, that the proper components are indeed deployed locally. If not it will deploy these components in the project automatically.  Again, this important helper feature will ensure that all the members of a given workgroup are always embedding the same components and component versions in their project.

3.4.5.10 Conclusion for Galaxy

In its current state Modelio and its Teamwork Manager companion module can be thought as a light and embryonic Galaxy solution. It provides model sharing between users and some administration facilities which are mandatory to make the solution viable.

However, for Galaxy, Modelio still have some limitations:

· it does not address Galaxy issues like heterogeneity of tools, metamodels and models

· it remains very strict on model conformity to a unique metamodel and on locking strategy

· it is very “repository-centric”

· it probably does not completely satisfy the scalability requirements (huge heterogeneous models, network widely spread models, big number of users) although the Model Component mechanism is a mean for organizing very large projects without size limitation.

4. Comparative analysis and assessment

4.1 Comparison Criteria

The main goal of the Galaxy project is to support collaborative MDE development of large scale complex systems. A number of functionalities, hereafter listed, are necessary to achieve this goal. For each functionality, a list of characteristics is defined. The tables in the next section compare various tools and approaches by grading them against these characteristics. The goal is not to define the relative merit of the various tools, but to identify, for each concern, tools and approaches with interesting information.

4.1.1 Version control

The comparison of version control systems focuses on contrasting centralized systems with distributed ones, as the peculiarities of particular tools are of mild interest to Galaxy.

· Access control.

While some DVCS allow access control with pre-commit hooks, access control is more intuitive with centralized systems, as it is enforced by a central server and available out-of-the-box (for a third party solution, see gitosis for example for git). However, distributed systems being somewhat forced to fake centralization when they need it has an interesting side-effect: centralization can be done on multiple levels. In the case of the Linux Kernel for example, Linus Torvalds, the overall responsible, has a repository (under git) which acts as the server of a centralized version control system, as all contributions are ultimately sent there. But to help manage the large number of developers that contribute to the Kernel, only a handful of developers (called Lieutenants, usually responsible for a specific kernel sub-system) can send contributions to Linus. These lieutenants themselves serve as centralization points for the developers that they receive contributions from, before integration them and sending them to Linus. This is simply impossible with centralized VCS because there can be only one server, and there is no support for by-passing the server and sending contributions to another developer. 

· Pluggable change detection and merging.
Popular diff and merge tools are designed to work with text-based files, with line-based comparisons. This is not appropriate for binary files, or even text-files whose semantics are too far from the line-based one. For example, a set of changes on a Java file can reasonably be described as changing, deleting, or adding a few lines, and each line can be mapped to a functionality that makes sense to the developer. In contrast, when a developer deletes an association from a class diagram, the changes on the generated XMI cannot, in general, be described on a line-by-line basis, and still make sense for the developer. This is not a limitation of XMI, as it is not mean to be red and written by humans. But it nonetheless makes change detection and merging on XMI files (for example) problematic, for distributed as well as centralized version control systems.

· Offline workflow support.
What kind of work can be done while not connected to the network? Obviously, with centralized systems, network connection is mandatory for commits, but even viewing project logs (a rather common operation) requires network access. With distributed systems, developer workflow is not interrupted by network outage or unavailability.

· Support for graph-based artifacts.
How suited are the constraints imposed by the VCS tool to collaboration on an MDE project? How are relations between artifacts handled?

4.1.2 Consistency management

· Conflict detection policy (always consistent, partial inconsistency, etc.)
Collaborative editing environments fall into two broad categories:

· Real-time inconsistency detection. Usually, a canonical representation of the manipulated artifact is maintained on a central server, and each editor sends update commands to this central server.

· Deferred inconsistency detection. Consistency checks are implemented as pre-commit hooks (that is, routines that are executed before a commit made by a developer is validated)

· Conflict detection mechanism
The mechanism used for conflict detection can rely on assigning unique identifiers to each artifact part (a model element for models), in-memory object addresses, analysis of the stream of editing actions, etc.

· Automated support for conflict resolution
Conflict resolution strategies fall in a continuum ranging from fully automatic conflict resolution to manual conflict resolution, with interactive conflict resolution in-between. As conflict scenarios are very diverse, automatic conflict resolution usually require the implementation of custom conflict resolution strategies as plugins.

4.1.3 Awareness support

· Presence information
Several studies [Fernandez et al., 2003] [Lanza et al., 2010] [Servant et al., 2010] [Storey et al., 2005]   note how presence information is not only useful, but also greatly appreciated by developers, even if they don’t need it for their current task. Its usefulness boils down to the fact that it recreates a co-location atmosphere.

· Intention communication.
Whenever a developer makes a change in a collaborative project, there are a couple of ways the rationale can be communicated. Solutions include mailing-list threads, code comment or notes on model elements, structured annotations, commit messages, etc.

· Visualizations

Visualizations are most useful when they allow to “see” information deeply buried in a ton of data. It is about presenting information (whatever the source), in a more comprehensible format. Variations can be related to the type of the date, the metaphor of the visualization, the interactivity, etc.

4.1.4 Process support

· Process explicitly defined. How formalized in the process model? Can it be customized?

· Collaboration explicitly taken into account. Which mechanisms in the process are specifically crafted to improve collaboration? How do they improve it?

· Type of assistance. How does the process support tool behave in developer workflows? Is is active/passive, prescriptive/proscriptive?

· Deviations and exception handling. How much deviation is accepted, and how much process adaptation can be done.

· MDE support. Is there special support for modeling concepts like transformations, etc.?

4.2 Comparison Tables

4.2.1 Version control
	
	Large artifact support
	Access control
	Hierarchical repository-based permission control
	Pluggable change detection and merging
	Offline workflow support
	Graph-based artifact support

	Centralized
	Fair
	Yes
	No
	Yes
	Weak
	Weak

	Distributed
	Weak
	Different

	Yes
	Yes
	Yes
	Weak


4.2.2 Consistency management

	
	Consistency detection policy
	Consistency detection mechanism
	Automated support for conflict resolution

	ModelBus
	After file saving
	Node ID based
	Configurable (plugin)

	Syde
	Real-time
	(In memory) Object ID based
	Semi-automatic

	Co-Design
	Real-time
	Action based (event processing)
	Mostly automatic (pluggable conflict detection and resolution engines based on event processing)

	Modelio
	At commit-time and when doing a check out.
	Metamodel conformance and availability of dependencies
	Semi-automatic


4.2.3 Awareness support

	
	Presence information
	Intention communication
	Visualization

	CoDesign
	Fair (accidental, not by design)
	No
	No

	Syde
	Yes (change-centric)
	No
	Yes (rich and configurable)

	Jazz
	Yes
	Yes (requirement engineering integrated)
	Yes (most from research projects
)

	Modelio
	Yes (Can retrieve information on who is working on what and why)
	Yes (Can attach a hook on svn operations to inform other developers of model changes)
	Yes (visualization of locked elements by other users, local changes against server-side version, and out-of-date elements)


4.2.4 Process support
	
	Formal definition
	Type of assistance
	Deviation and exception handling
	Collaboration support
	MDE support

	PROSYT
	Yes
	Active and Passive
	Yes (defined by recovery actions)
	Yes
	No

	[KABBAJ 2008], [STAUDT, 2010], [HARDT, 2010]
	Yes
	-
	Yes (focus of the study)
	-
	No

	SPEM
	Yes
	-
	-
	-
	No

	[PORRES 2006],

[MACIEL 2008],

[DIAW 2009]
	-
	-
	-
	-
	Yes (focus of the study)

	[Bragge 2007]
	Semi-formal
	Prescriptive
	Yes (by virtue of being fine-grained)
	Yes (using collaboration patterns)
	No

	NGPM
	Semi-formal
	Prescriptive
	Yes (by design)
	Yes (shareholder interest negotiation)
	No

	Global Teaming
	Informal (goals and practices)
	Prescriptive
	[Inapplicable]
	Yes (relations between locations  in a globally distributed project)
	No


5. Conclusion

The survey of the literature reveals some keys problem areas of interest to Galaxy, with no satisfactory solution.
The version control comparison table shows that support for graph-based artifacts in RCS is still weak. It is not yet clear how model, which are complex graphs, should be logically split (partitioning strategy) into smaller parts. This is a requirement for collaboration, as it reduces the need for locking and minimizes merge conflicts.

The multitude of links between model elements makes naïve dependency management schemes (transitive closure) impractical, as they lead all the team waiting for a single developer. A successful partitioning scheme should also minimize dependencies, or at least tolerate temporary inconsistency, with a (semi-) automated support for merging.

Most collaborative environment solutions focus on code-based development. The communication and awareness facilities in these solutions are largely applicable to MDE development. However, due to the stronger dependency between artifacts in MDE project, a more proactive approach to coordination is needed. Practically, this can be solved by an integrated facility to communicate intention between developers.

As the comparison table on consistency management shows, there a roughly two approaches: real-time checks and commit or file saving time checks. A more in-depth study is necessary to find which situations each approach is more suited to, so that a middle ground can be found. There is better agreement about awareness support, even if more creative solutions are needed.

The process support table demonstrates that process support tools are usually laser-focused on a single aspect of the development process and rarely formalized. Moreover, adequate support for MDE is still in its infancy and needs further work to make its way into development environments.

One of the stated goals of the Galaxy project is to support development in a heterogeneous environment. But most existing solutions assume the same setup. This situation is largely due to the absence of a (real-time) communication standard between MDE tools, as not everything can be included in the wildly used serialization format (XMI).

These challenges, despite being tricky, have received a fair amount of attention from research. The Galaxy project has the opportunity to bring useful inputs to the discussion, with a coherent collaboration support proposal. The concept of ‘collaborative unit’, which Galaxy plan to define and implement, is a step in the right direction.
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� Abstracting from the objects that represent in the tool the visual rendering of each model element..


�	 Only those characteristics of Model Components that are useful for workgroup activities are listed here. 


�	 Access Control implies differents users are trying to manipulate the same central resource. This assumption is turned upside down in distributed systems. There is no central resource everybody is trying to manipulate. Therefore, for distributed systems, access control means ‘does X has the right to push changes from this repository to this other repository?’. In this adapted sense, distributed systems provide access control. But note that this in on a repository basis, not on a file-by-file basis as in SVN for example.


�	 See � HYPERLINK "http://jazz.net/community/academic/relatedResearchProjects.jsp"��http://jazz.net/community/academic/relatedResearchProjects.jsp� 
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